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• A precise water quality assessment is necessary due to the rise in non-point pollution and varied organic inputs.

• Current water quality indicators, such as BOD and COD, are insufficiently representative of diverse organic matter 

loads.

• The Ministry of Environment introduced Total Organic Carbon(TOC) as a new indicator for water quality monitoring 

and is conducting pilot projects that apply TOC through unit load management under the TMDL system.

<Non- point Source  Pollution> <Organic Pollutants>

 Research Background



• SWAT-C is a modified version of the SWAT (Soil and Water Assessment Tool) model that integrates a 

carbon cycling module.

• It enables TOC simulation by representing hydrological and biogeochemical processes at the 

watershed scale.

<SWAT Mode l>
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<Carbon Cycling Module>

 SWAT-C for TOC Simulation
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 Previous Studies Utilizing Machine Learning for Water Quality Prediction

• Machine learning and deep learning techniques have been actively applied to water quality prediction worldwide.

• Data-driven machine learning models are highly dependent on the quality and quantity of training data, and may 

show reduced predictive performance in data-scarce environments.

• To address these limitations, studies have explored integrating machine learning with process-based hydrological 

models.



 Improve TOC simulation accuracy by integrating the SWAT-C model with a machine 

learning model

 Evaluate prediction accuracy by comparing with observed TOC load data
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TOC simulation 
using SWAT- C

Utilizing machine 
learning training data

Prediction accuracy 
evaluation

 The Goal of This Study

Input
data

SWAT-C
Simulated 

TOC

Target 
data
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 Study Area

 Study Site : Bogangcheon wate rshed, located in the  uppe r region of the  Mihocheon Rive r Bas in

 Wate rshed Area: 149.22 km²
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DEM Landuse

Soil Stream

<SWAT- C Spatial Data>

• SWAT- C is  a modified ve rs ion of the  original SWAT (Soil and 

Wate r Asses sment Tool) mode l, incorporating a carbon cycling 

module  for TOC s imulation.

• The  mode l requires  both spatial and meteorological inputs  as  

primary input data.

 Overview of SWAT-C and Input Data Configuration
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Weather 
Stations

Weather Data
(Daily)

Jeungpyeong 
(AWS)

Precipitation, Max/Min 
Temperature, Wind Speed

Cheongju 
(ASOS)

Precipitation, Solar Radiation, 
Relative Humidity, Max/Min 
Temperature, Wind Speed

Jeungpyeong Station

Cheongju Station

Weat her  St at i ons Wat er  Qual i t y  and 
Di scharge Dat a

Monitoring
Site

Observed Data
(8- Day intervals, 2012~2024)

Bantan Bridge
(Jeungpyeong) Flow Data

Bogangcheon- 1
Water Temperature, DO, 

BOD, COD, SS, TN, TP, TOC

보보보1 보보보보보

 SWAT-C Input Data Configuration
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 Algorithm Used: RandomFores t
– Random Fores t generates multiple

decis ion trees and aggregates the ir

results for prediction.

– A supervised learning algorithm suitable

for regres s ion tasks .

 Input Data for Machine Learning

 Input: Wate r Temperature , DO, 

BOD, COD, SS, TN, TP

 Targe t: TOC

 Input: Wate r Temperature , DO, 

BOD, COD, SS, TN, TP, SWAT-

C Simulated TOC

 Targe t: TOC

 Train/ Tes t: 70%:30%

 Evaluation: R2, NSE

Input
data

SWAT-C
Simulated 

TOC

Target 
data

Input
data

Target 
data

TOC Simulation
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<Flow Simulation>

<SS (Suspended Solids) Simulation>

R2: 0.705
NSE: 0.536

<TOC (Total Organic Carbon) Simulation>

R2: 0.578
NSE: 0.532

• The  TOC s imulation shows acceptable performance , 

exceeding the general threshold of NSE > 0.5.

• This indicates that the carbon module in SWAT- C is

e ffective in capturing TOC dynamics

 SWAT- C Simulation Results

R2: 0.776
NSE: 0.758



15

R2: 0.871
NSE: 0.791

• The  machine  learning mode l (Random Fores t) shows  enhanced TOC prediction pe rformance  with high 

R² and NSE values .

• High importance  scores  for COD and BOD imply the ir s trong corre lation with TOC, due  to shared 

chemical characte ris tics .

• This  approach demons trates  that machine  learning mode ls  can e ffective ly re flect dominant influencing 

variables , improving mode l re liability for TOC es timation.

 Machine Learning Results Using Observed Water Quality Data
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R2: 0.945
NSE: 0.939

• Incorporating SWAT- C s imulated TOC as an input s ignificantly enhanced the predictive performance of 

the machine learning mode l.

• This sugges ts that integrating phys ically- based mode l outputs with data- driven mode ls can improve

the es timation of obse rved TOC concentrations .

TOC 보보

 Machine Learning Results Using SWAT- C Simulated TOC

SWAT- C s imulated TOC was  
added as  an input to the  
machine  learning model

TOC Simulation

Input
data

SWAT-C
Simulated 

TOC

Target 
data
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 Conclusion
 The SWAT-C model demonstrated acceptable performance in simulating TOC, meeting or exceeding standard

accuracy thresholds.

 Machine learning models using observed input variables achieved high accuracy for TOC prediction, particularly

under complex hydrological conditions.

 When SWAT-C simulated TOC was used as an additional input, the prediction performance further improved, 

confirming the effectiveness of hybrid modeling approaches.

 Limitations
 SWAT-C is a physically-based model, while machine learning is data-driven; thus, logical interpretation across the

modeling chain is challenging.

 The Random Forest algorithm does not fully capture the temporal dynamics of TOC, making it less effective for time-

series predictions or variable lag analysis.

 To better reflect temporal patterns in TOC, deep learning models such as LSTM (Long Short-Term Memory) should be

explored.

 Evaluating model stability under various watershed conditions and hydrologic regimes is necessary.

 Expanding simulations to include DOC and POC, and utilizing SWAT-C to estimate both forms can enhance water

quality management strategies, especially for inflow pollution control.

 Future Research
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