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The Soil and Water Assessment Tool (SWAT) is a public domain model jointly 

developed by USDA Agricultural Research Service (USDA-ARS) and Texas A&M 

AgriLife Research, part of The Texas A&M University System.  

SWAT is a small watershed to river basin-scale model to simulate the quality 

and quantity of surface and ground water and predict the environmental 

impact of land use, land management practices, and climate change. SWAT is 

widely used in assessing soil erosion prevention and control, non-point source 

pollution control and regional management in watersheds. 
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Abstract 
The aim of this study was to estimate actual evapotranspiration at regional – annual scale using 
SWAT model. For this reason, SWAT calibration and validation was done based on river discharge 
data from 5 gauging stations, rainfed and irrigated wheat yield data for the period Oct. 2000 to Sep. 
2007 and Oct. 2007 to Sep. 2010, respectively. Because of the direct relationship between crop 
yield and evapotranspiration, calibration of watershed models using crop yield along with river 
discharge gives more confidence on the partitioning of water between soil storage, actual 
evapotranspiration, aquifer recharge. Results showed that SWAT provided satisfactory predictions 
on hydrologic budget and crop yield. Specifically, calibration (R2 = 0.82, NS=0.79) and validation 
(R2 = 0.71, NS=0.71) periods were quite suitable for the outlet of watershed. It also was able to 
predict crop yield satisfactorily for irrigated wheat in which R-factor and RMSE values were 0.97 
and 0.08 ton ha-1, respectively. The multi-objective calibrated model was then used to estimate and 
analyze the actual evapotranspiration. Mean ten-year actual evapotranspiration and precipitation 
was estimated 230 and 270 mm, respectively. The ten-year actual evapotranspiration to 
precipitation ratio at mountainous part of watershed was 99%, 80% and 77% for 2000-2001 as a 
dry year, 2001-2002 as a normal year and 2004-2005 as a wet year, respectively. Groundwater is 
an important source of water supply in the Neishaboor plain. Therefore, estimation of this ratio is 
not as simple as mountainous part of watershed due to uncertainties in the crop pattern data and 
their water requirements. It is obvious that this ratio could be more than one in some years 
especially dry years.  

 

Keywords: Actual evapotranspiration, SWAT, river discharge, crop yield and Neishaboor 
watershed 
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Introduction 
Much research and many applications regarding water resources, agriculture and forest management 
require a knowledge of ET over a range of spatial and temporal scales. The main methods (e.g. 
lysimeter, Bowen ratio, eddy correlation system) used conventionally to measure ET are subject to 
individual, field or landscape scales (Baldocchi et al., 2001; Brotzge and Kenneth, 2003; Yunusa et 
al., 2004; Gentine et al., 2007), but regional or continental ET cannot be measured directly or 
interpolated due to the inherent spatial heterogeneity of the land surface. Satellite provides an 
unprecedented spatial distribution of critical land surface variables, such as surface albedo, 
fractional vegetation cover, land surface temperature, so numerous physical and empirical remote 
sensing-based models in combination with ancillary surface and/or atmospheric data have been 
developed to estimate ET for clear sky days (Bastiaanssen et al., 1998a; Bastiaanssen, 2000; Jiang 
and Islam, 2001; Su, 2002; Wang et al., 2006). It has been proven that the remote sensing-based 
models could generate reasonable ET distribution across a wide range of land covers due to 
assimilating remotely sensed land surface temperature, which could signal the variation in 
evaporative fraction (Jiang and Islam, 2001; Batra et al., 2006), a key element affecting the variation 
in actual ET. However, the estimated ET amount at pixel scale have been viewed with some 
skepticism despite precise validation is performed on estimated ET (Su et al., 2005; Gao and Long, 
2008). 
The use of a hydrological approach may be an alternative way to validate ET estimates from remote 
sensing-based models at watershed scales (Bastiaanssen et al., 1998b; Kite and Droogers, 2000). ET 
amount can be estimated reasonably using Soil and Water Assessment Tool (SWAT) (Arnold et al. 
1998) because the fundamental elements of hydrological processes, such as precipitation, runoff, can 
be measured directly and imported to the model (Gao and Long, 2008). SWAT is a continuous time, 
physically and spatially semi-distributed model developed to simulate the impact of management 
decisions on water, sediment and agricultural chemical yields in river basins. SWAT-based ET of 
the whole watershed could be used as the standard for accuracy assessment of remote sensing-based 
models (Gao and Long, 2008). Watershed model calibrated based on measured data at the outlet of 
the watershed may produce erroneous results for various landuses and subbasins within the 
watershed (Abbaspour et al. 2007). Therefore, calibration is required at multiple locations to 
improve model reliability. Moreover, calibration of a large-scale distributed hydrologic model 
against river discharge alone may not provide sufficient confidence for all components of the 
surface water balance (Faramarzi et al. 2009). For this reason, multi-criteria calibration is suggested 
by Abbaspour et al. (2007) for a better characterization of different components and as a way of 
dealing with the uncertainty problem in these regions. Because of the direct relationship between 
crop yield and evapotranspiration (Jensen, 1968; FAO, 1986), calibration of watershed models using 
crop yield along with river discharge gives more confidence on the partitioning of water between 
soil storage, actual evapotranspiration, aquifer recharge (Faramarzi et al. 2009; Srinivasan et al. 
2010; Akhavan et al. 2010; Nair et al. 2011).  
The main objective of this study was to estimate actual ET using multi-objective calibrated SWAT 
model in the Neishaboor watershed, Iran. For this reason, SWAT was calibrated via multi-gauge 
river discharge and crop yield. The SUFI-2 (Sequential Uncertainty Fitting, ver. 2) (Abbaspour 
2007) tool was used to analysis uncertainty. Regard to the multi-objective calibrated model, the 
actual evapotranspiration was estimated at regional – annual scale. 
 
Material and Methods 
The Study Area 
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Neishaboor watershed is located between 35° 40ʹ N to 36° 39ʹ N latitude and 58° 17ʹ E to 59° 30ʹ E 
longitude with semi-arid to arid climate, in the northeast of Iran (Fig. 1). The total geographical area 
is 9158 km2 that consists of 4241 km2 mountainous terrains and about 4917 km2 of plain. The 
maximum elevation is located in Binalood Mountains (3300 m above sea level), and the minimum 
elevation is at the outlet of the watershed (Hoseinabad) at 1050 m above sea level. The average 
daily discharge at Hoseinabad station was 0.36 cubic meter per second (CMS) for the period of 
1997–2010, with a minimum value of zero and a maximum value of 89 CMS. The average annual 
precipitation is 265 mm, but this varies considerably from one year to another (CV = 0.13). The 
mean annual temperatures at Bar station (in the mountainous area) and Fedisheh station (in the plain 
area) are 13° C and 13.8° C, respectively. The annual potential evapotranspiration is about 2335 mm 
(Velayati and Tavassloi, 1991).  
 

 
Fig. 1 Topographic map (DEM) along with meteorological stations, river network, main aquifer and SWAT delineated 

subbasins of the Neishaboor watershed. 
 
SWAT Description 
SWAT (Arnold et al., 1998) is a computer program that is widely used in various hydrological 
applications (Arnold and Allen, 1996; Vazquez-Amábile and Engel, 2005; Sun and Cornish, 2005; 
Narasimhan et al., 2005; Schuol and Abbaspour, 2006; Abbaspour et al., 2007; Yang et al., 2007; 
Akhavan et al., 2010). It is a spatially distributed, continuous river watershed  scale model 
developed to predict the impact of land management practices on water, sediment and agricultural 
chemical yields in large complex watersheds with varying soils, land use and management 
conditions over long periods of time (Neitsch et al., 2009). Spatial parameterization of the SWAT 
model is performed by dividing the watershed into sub-watersheds based on topography. These are 
further subdivided into a series of hydrologic response units (HRU) based on unique soil, land use 
and slope characteristics. Main model components consist of climate, hydrology, soil temperature, 
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plant growth, nutrients, pesticides, land management, bacteria and water routing (Arnold etal., 1998; 
Gassman et al., 2007; Neitsch et al., 2009). 
The model computes evaporation from soils and plants separately. Potential evapotranspiration can 
be modeled with the Penman–Monteith (Monteith, 1965), Priestley–Taylor (Priestley and Taylor, 
1972), or Hargreaves methods (Hargreaves and Samani, 1985), depending on data availability. 
Potential soil water evaporation is estimated as a function of potential ET and leaf area index (LAI). 
Actual soil evaporation is estimated by using exponential functions of soil depth and water content. 
Plant water evaporation is simulated as a linear function of potential ET, LAI, and root depth, and 
can be limited by soil water content. The irrigation applications can be simulated for specific dates 
or with an auto-irrigation routine, which triggers irrigation events according to a water stress 
threshold. Channel routing is simulated using the variable storage or Muskingum method. A more 
detailed description of the model is given by Neitsch et al. (2009). 
 
Description of datasets  
Digital elevation model (DEM) 
From available topographic maps, two with 1/50000 and 1/25000 scales were selected. Moreover, 
Shuttle Radar Topography Mission (SRTM) (http://srtm.csi.cgiar.org/SELECTION/inputCoord.asp) 
and Advanced Space-borne Thermal Emission and Reflection Radiometer (ASTER) 
(http://www.gdem.aster.ersdac.or.jp/search.jsp) DEMs were investigated. These were cross checked 
against each other and for conflicting points a field measurement with deferential GPS technique 
was performed.  Finally, SRTM DEM (grid cell: 90 × 90) was selected as the base elevation model. 
Digital stream network 
This stream network has produced by the National Cartographic Center (NCC) at a scale of 
1:25,000.  
Soil map 
This map has prepared by Khorasan - Razavi Regional Water Authority at a scale of 1:100,000 and 
soil data from watershed management and soil detailed reports. The produced map includes 41 types 
of soils. Soil texture along with soil gradation, rock fragment content, soil saturated hydraulic 
conductivity and organic carbon content were obtained from mentioned reports. Other required 
parameters were estimated using RetC software (van Genuchten et al., 1991).  
Landuse map 
This map has also prepared by Khorasan-Razavi Regional Water Authority at a scale of 1:100,000 
and landuse data from watershed management detailed reports and Jihad – e – Keshavarzi office. 
This map consists of 14 main classes: Irrigated Cropland, Dryland Cropland, Orchard, Pasture, 
Range-Grasses, Range-Brush, Forest-Mixed, Forest-Evergreen, Shrubland, Bare Ground Tundra, 
Wetlands-Mixed, Sparsely Vegetated, Residential-Medium Density and Water. Irrigated wheat and 
barley, sugar beet, cotton, and alfalfa are the main crops grown in the watershed, followed by 
rainfed wheat.  
Climate Data 
Records from twenty three precipitations, four air temperature, and three solar radiation gages over a 
period of 14 years (1997-2010) were used in SWAT (Fig. 1). Relative humidity and wind speed was 
simulated using weather generator of SWAT. Data were obtained from Khorasan– Razavi Regional 
Water Authority and Iran Meteorological Organization. Since, SWAT is not able to represent the 
spatial and temporal variability of climate within the basin, precipitation lapse rate was calculated 
using mean annual precipitation of considered gages. SWAT allows up to 10 elevation bands to be 
defined in each subbasin. The solar radiation was estimated using Angstrom-Prescott equation 
(Angstrom, 1924). This equation has empirical coefficient that various for each location. 

http://srtm.csi.cgiar.org/SELECTION/inputCoord.asp
http://www.gdem.aster.ersdac.or.jp/search.jsp
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Fortunately, values of these empirical coefficients were available in the literature (Alizadeh and 
Khalili, 2009).  
Crop Management Data 
Neishaboor watershed is an agriculture-based watershed. Hence, the processes affecting the water 
balance in an agricultural watershed are highly influenced by crop management. Therefore, for the 
duration of simulation from 1997 to 2010, irrigated and rainfed wheat crops were examined. Typical 
management data such as cultivated crops, fertilizer application, tillage and harvest operations for 
different mentioned landuses were collected from Jihad – e – Keshavarzi office, interview with large 
owner farmer and local experts (field surveys) and agriculture statistical year book of local Jihad – e 
– Keshavarzi office. Management operations used for simulation are shown for rainfed and irrigated 
wheat in tables (1) and (2), respectively.  
 
Hydrometric and Crop Yield Data 
Records from five hydrometric gages (Fig. 1) and statistical year book of local Jihad – e – 
Keshavarzi office for crop yield over a period of 10 years (2000-2010) were used for calibration and 
validation.  

 
Table 1 Management practices for irrigated wheat 

Year Operation type Date Descriptions 
1 Tillage September 26 Moldboard Plow 
1 Tillage September 27 Leveler 
1 Planting October 4 - 
1 Fertilizer October 5 Phosphate (18-46-00), 150 kg/ha 
1 Auto-Irrigation October 6 - 
2 Fertilizer March 15 Urea, 50 kg/ha 
2 Fertilizer April 9 Urea, 50 kg/ha 
2 Fertilizer April 30 Urea, 50 kg/ha 
2 Harvest & Killing July 13 - 

 
Table 2 Management practices for rainfed wheat 

Year Operation type Date Descriptions 
1 Tillage November 23 Moldboard Plow 
1 Tillage November 24 Leveler 
1 Planting December 6 - 
1 Fertilizer December 7 Phosphate (18-46-00), 50 kg/ha 
1 Fertilizer December 7 Urea, 50 kg/ha 
2 Harvest & Killing July 17 - 

 
Model Structure 
Arc-SWAT version 2009.93.7b (Winchell et al., 2009) was used as an interface of SWAT program. 
The required data sets to develop the model input are: topography, soil, landuse, climatic data and 
crop management data. 
The simulation period for the Neishaboor surface water modeling was 1997–2010; the first 3 years 
were used as warm-up period to mitigate the unknown initial conditions and were excluded from the 
analysis. Neishaboor watershed was subdivided into 248 subbasins (Fig. 1). To achieve this, 
watershed was first delineated using selected DEM with smallest possible threshold area (0.008%). 
Next, all generated outlets were removed; then, new outlets were assigned to the SWAT with regard 
to mountain-plain boundary, horticultural and agricultural farms border, county boundaries and 
available hydrometric stations limitations. It is also decided to consider one HRU for each subbasin 
because of facility in entering crop management data to each subbasin instead of irregularly 
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distributed HRUs. Therefore, another important constraint is that not only area of all subbasins is 
less than one percent of the watershed area but also only one soil type and landuse class is dominant 
in that subbasin. It should be noted that this constraint is considered for decreasing uncertainty of 
model because of utmost importance of HRU definition in the surface water flow prediction. 
Finally, new subbasins were produced regarding manually assigned outlets. This tedious and time-
consuming process was done several times using trial and error with regard to mentioned constraints 
to obtain appropriate (landuse-class-dominant) subbasins.  
The elevation band was used due to drastic variability of precipitation and temperature in the 
watershed, considering orographic effects. The lapse rates values were estimated 160 mm/km and 6 
ºC/km, respectively and 5 elevation bands were considered in each subbasin. Solar radiation was 
estimated using Angstrom-Prescott equation (Angstrom, 1924) in lieu of using SWAT weather 
generator because of its influential effect on the crop yield (Neitsch et al., 2009). The potential 
evapotranspiration was computed using the Hargreaves method in which daily precipitation, 
minimum and maximum temperature are the only required parameters. Also, the variable storage 
method is used for channel routing. Automatic irrigation method is selected for the crop 
management; because it is difficult to know when and how much the farmers apply irrigation during 
simulation periods. 
Model Calibration 
The SUFI-2 (Sequential Uncertainty Fitting, ver. 2) (Abbaspour, 2007) uncertainty analysis 
algorithm was used for calibration. In SUFI-2 parameter uncertainty represents all sources of 
uncertainties such as uncertainty in the driving variables (e.g. rainfall), conceptual model, 
parameters, and measured data. The degree to which all uncertainties are recognized is measured by 
an index referred to as the P-factor, which is the percentage of measured data bracketed by the 95% 
prediction uncertainty (95PPU). Another measure to quantify the strength of a calibration / 
uncertainty analysis is the R-factor, which is the average thickness of the 95PPU band divided by 
the standard deviation of measured data (Abbaspour, 2007). 
The model calibration and validation was done based on river discharge data from 5 gauging 
stations, and also rainfed / irrigated wheat yield data for the period Oct. 2000 to Sep. 2007 and Oct. 
2007 to Sep. 2010, respectively. SWAT was first calibrated with hydrology parameters, and then 
these parameters were fixed and calibrated for crop yield, in a recursive method. For this reason, 
hydrometric stations located in mountainous region of watershed (namely: Andarab, Bar, Eishabad 
and Kharvm) were calibrated separately. Next, whole watershed was calibrated by considering fixed 
hydrology parameters for the mentioned stations. Thereafter, subbasins with irrigated and rainfed 
wheat landuses were calibrated separately based on crop yield parameters. Then, entire watershed 
was calibrated using fixed crop parameters for mentioned subbasins. At last, calibration was 
rechecked by taking into consideration fixed hydrology and crop parameters for mentioned 
subbasins. 
Different criteria were used in order to evaluate the effectiveness of the model and its ability to 
make predictions in the calibration and validation period. These included P-factor, R-factor, 
Coefficient of Determination (R2), Nash-Sutcliffe Coefficient (NS) (Nash and Sutcliffe, 1970), and 
Root Mean Square Error (RMSE). 
 
Results and Discussion 
Sensitivity analysis 
Table (3) shows selected SWAT parameters in the calibration process and their sensitivity statistics. 
The sensitivity analysis showed that 21 global parameters of hydrology were sensitive to river 
discharge. All crop parameters also were sensitive to crop yield. 
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The reach transmission loss (TRNSRCH) was the most sensitive parameter for the streamflow. Due 
to high stream bed water losses in semi-arid and arid streams, most of the infiltration is through 
stream bed water losses. Therefore, runoff is controlled by the reach transmission loss in these 
regions (Sorman and Abdulrazzak, 1993; Scanlon et al., 2002; de Vries and Simmers, 2002; 
Sophocleous, 2005; Scanlon et al., 2006; Wheater, 2010; Edmunds, 2010; Yin et al., 2011). 
However, the curve number was found to be sensitive as much as the reach transmission loss in the 
Neishaboor watershed. It is worth noting that TRNSRCH parameter is calculated for the entire 
watershed in SWAT; therefore, it seems to be a weakness of SWAT and needs to be spatially 
defined at the subbasin or HRU level in order to correctly account for stream bed water losses in 
semi-arid and arid regions. The effective hydraulic conductivity and Manning’s n value are effective 
parameters in the infiltration process from the stream bed. In fact, they control the loss of water 
through the streambed. The baseflow recession constant is a direct index of groundwater flow 
response to changes in recharge. The quantification of the baseflow recession constant is very 
important in a semi-arid watershed, where the flow and streamflow recession is low and quick, 
respectively (Bako and Hunt, 1988). Also, snow parameters (melt factor for snow on December 21 
and snow melt base temperature) were the sensitive parameters. The reason for the sensitivities of 
the snow parameters is that eastern part of the Neishaboor watershed is mountainous and snowmelt 
controls much of the streamflows of this part. 
 
Table 3 SWAT parameters adjusted during calibration and their sensitivity statistics and initial and final values 

 
a v: parameter value is replaced by given value or absolute change; r: parameter value is multiplied by (1 + a given 
value) or relative change (Abbaspour, 2007). 
b t-value indicates parameter sensitivity: the larger the t-value, the more sensitive the parameter. 
c p-value indicates the significance of the t-value: the smaller the p-value, the less chance of a parameter being 
accidentally assigned as sensitive. 
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Hydrology calibration and uncertainty analysis 
Table (3) shows selected SWAT parameters in the calibration process and their initial and final 
values. These parameters were further parameterized based on the different soils, landuses and 
subbasins, which resulted in 66 parameters. In fact, this option in SWAT-CUP gives the analyst 
larger freedom in selecting the complexity of a distributed parameter scheme. By using this 
flexibility, a calibration process can be started with a small number of parameters that only modify a 
given spatial pattern, with more complexity and regional resolution added in a stepwise learning 
process (Abbaspour, 2007). Note that minimum and maximum range of each parameter is reported 
for the entire watershed, and not for each of the 66 parameters. Table 4 presents the calibration 
statistics for the hydrometric stations. The R-factor and P-factor is criterion for uncertainties in the 
conceptual model, the parameters and also the input data. The R-factor of less than 1 generally 
shows a good calibration result. This is obvious, in table 4, for all three stations. But, the P-factor for 
all stations is relatively small indicating that the actual uncertainty is likely larger. 
 

Table 4 Model performance statistics for hydrologic calibration and validation periods 
Hydrometric station P-factor R-factor R2 NS RMSE (CMS) 
Andarab  0.42 (0.36)a 0.35 (0.41) 0.85 (0.79) 0.84 (0.79) 0.212 (0.005) 
Kharvm 0.45 (0.42) 0.37 (0.61) 0.87 (0.74) 0.77 (0.66) 0.326 (0.036) 
Hoseinabad (watershed 
outlet) 0.37 (0.42) 0.68 (0.63) 0.82 (0.71) 0.79 (0.71) 0.321 (0.004) 

a Numbers in parentheses are validation results 

The observed and simulated mean monthly river discharge in the calibration and validation periods 
are shown in Fig. 2. The calibration process was initiated from the upstream gauges - Andarab, Bar, 
Eishabad and Kharvm - located in the mountainous region of watershed as well as Hoseinabad 
which is located at the watershed outlet. In the first calibration for four mountainous hydrometric 
stations, SWAT could not predict the base flow except for Andarab station (Fig. 2a). Because, in 
these stations the base flow of the river is mainly comes from springs. Therefore, the springs were 
imported in these subbasins as point sources. But, the P-factor value increased only in the Kharvm 
station. Still, there should be some reasons for having inappropriate results in the Bar and Eishabad 
hydrometric stations. One reason could be severe elevation variability of these sub-basins. Having 
only a few precipitation gauges could not capture drastic variability of precipitation; although, the 
elevation band was defined in the mountainous subbasins. Inappropriate results are also for the 
unaccounted human activities affecting natural hydrology during the period of study. Specifically, 
construction of some artificial groundwater recharge sites adjacent to Eishabad station. Similarly, 
construction of a dam in Bar subbasin that was started in 2003 and completed in 2011. Third reason 
may be stated as snow cover at these two sub-basins. SWAT classifies precipitation as rain or snow 
based on the average daily temperature for the entire watershed and snow parameters are not 
spatially defined (Fontaine et al. 2002). Another reason could be shortcomings of the SCS method. 
This method cannot simulate runoff from melting snow and on frozen ground. It also does not 
consider the duration and intensity of precipitation; however, these two precipitation characteristics 
are necessary for semi-arid watersheds like the Neishaboor watershed (Maidment 1992). Finally, it 
was decided to eliminate these hydrometric stations from calibration period. 
After calibrating Andarab, Eishabad and Hoseinabad separately, entire watershed was calibrated by 
considering fixed hydrology parameters for these stations. According to the performance indicators 
(R2, NS and RMSE) SWAT predicted the streamflow well, as shown in Table 4. The correlation 
statistic (R2), as a precision indicator that evaluates the linear correlation between the observed and 
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the simulated river discharge, is in a good range for all stations. The NS that determines the relative 
magnitude of the residual variance compared to the measured data variance, was in the acceptable 
range (> 0.5) as suggested by Moriasi et al. (2007). The RMSE statistic, as an accuracy indicator 
which is a measure of the overall error, was reasonable regarding to discharge flow range of the 
stations.  
The validation results of streamflow are shown in Table 4 and Fig. 2. The P-factor and R-factor are 
similar to calibration results indicating consistency in model simulation for the calibration and 
validation periods. 

 

Fig. 2 Plots of observed and simulated mean monthly river discharge during calibration (left graph; Oct. 2000 to Sep. 
2007) and validation (right graph; Oct. 2007 to Sep. 2010) period for a Andarab, b Kharvm, and c Hoseinabad 
hydrometric stations, respectively. 
 
Crop yield calibration and uncertainty analysis 
Calibration of a large-scale distributed hydrologic model – 9159 km2 - against streamflow alone 
may not provide sufficient confidence for all components of the surface water balance. Therefore, 
crop yield is considered as an additional target variable in the calibration process because of the 
direct relationship between crop yield and evapotranspiration (Jensen, 1968; FAO, 1986). Table 3 
shows a list of crop parameter ranges in the calibration results for rainfed and irrigated wheat. 
Performance indicators for this part of study are RMSE and R-factor, as other indicators are not 
applicable due to few data available (only 7 yearly data points). Performance indicators for 
calibration and validation period are presented in Table 5. Regard to this table, SWAT was able to 
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predict crop yield satisfactorily for irrigated wheat in which R-factor and RMSE values were 0.97 
and 0.08 ton ha-1, respectively. While, the R-factor value for rainfed wheat is larger than irrigated 
wheat. One main reason of these fair results for crop yield calibration is collecting information about 
management practices at farm scale precisely (e.g., tillage, fertilizer and planting date). In fact, 
Neishaboor watershed consists of 20 counties. And, the mentioned information was collected at the 
counties scale via field surveys and interview with large farm owners / local experts  
Figure 3 shows the observed crop yield against the simulated values. It can be seen form Fig. 3 that 
observed yields for irrigated and rainfed wheat are inside or very close to the predicted bands 
indicating good results. The validation results of crop yield are, also, shown in Table 5 and Fig. 3. 
Similar results were obtained for both irrigated and rainfed wheat in this period that indicates 
reliability of the model. 
 

Table 5 Model performance statistics for annual crop yield calibration and validation periods 
Crop R-factor RMSE (ton ha-1) 
Irrigated wheat 0.97 (0.57)a 0.080 (0.012) 
Rainfed wheat 1.16 (1.21) 0.045 (0.039) 

a Numbers in parentheses are validation results 
 

 
Fig. 3 Plots of observed and simulated annual crop yield during calibration (left graph; 2000 to 2007) and validation 
(right graph; 2008 to 2010) period for a irrigated and b rainfed wheat, respectively. Note that rainfed wheat (b) is mostly 
planted every other year by farmers. Therefore, it is only calibrated for years with simulated yield. 

Estimation and analysis of actual evapotranspiration  
The results showed that SWAT provided satisfactory predictions on hydrologic budget and crop 
yield. Hence, the multi-objective calibrated model was then used to estimate and analyze the actual 
evapotranspiration at regional-annual scale. Precipitation and actual ET are the main components of 
the water surface balance. Figure 4 shows the mean annual precipitation and actual ET for the 
Neishaboor watershed in the simulation period. Mean ten-year actual evapotranspiration and 
precipitation was estimated 230 and 270 mm, respectively. The ten-year actual evapotranspiration to 
precipitation ratio for whole watershed was 85%. For more information, this ratio is calculated for 
the mountainous and plain of watershed separately. This ratio was 99%, 80% and 77% for 2000-
2001 at the mountainous part of the watershed as a dry year, 2001-2002 as a normal year and 2004-
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2005 as a wet year, respectively. This finding clearly shows that amount of actual ET and runoff was 
decreased and increased, respectively due to increasing amount of precipitation. Since there is not 
remarkable irrigated crop at the mountainous part of the watershed, this ratio shows only the actual 
evapotranspiration (precipitation) to precipitation ratio. Groundwater is another source of water 
supply for irrigation purpose in the plain as well as precipitation. This source also effects the actual 
ET considerably. Therefore, this ratio shows the total actual evapotranspiration (precipitation and 
irrigation) to precipitation ratio. Hence, estimation of this ratio is not as simple as mountainous part 
of watershed due to uncertainties in the crop pattern data and their water requirements. It is obvious 
that this ratio could be more than one in some years especially dry years.  
 

 
Fig. 4 Mean annual precipitation and actual ET in the simulation period. 

Conclusion 
In this study the importance of a thorough calibration procedure that accounts for not only the river 
discharge but also crop yield is investigated. The performance of the model was quite satisfactory 
for an arid Neishaboor watershed, where the response of flow to precipitation events is less 
predictable than in wetter conditions and the large number of interactive processes happening in the 
watershed.  Gao and Long (2008) pointed out that SWAT-based ET of the whole watershed could be 
used as the standard for accuracy assessment of remote sensing-based models. Therefore, this study 
could be used to evaluate and improve the estimated actual ET using RS. 
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Abstract 

 
The Soil and Water Assessment Tool (SWAT) model has been used extensively in many 

countries and for many different applications connected to water environment. The great 
majority of these applications were done on the temporary basis of scientific projects. However, 
for the exception of the United States, there is lack of examples on the acceptance of this model 
by regulatory bodies, which would invest in its application as a long term strategy to answer 
management questions. The Environmental Protection Agency of Lithuania (EPAL) has 
committed itself for such a task in order to increase its capacity in solving questions related to 
non-point source (NPS) water pollution problems. NPS pollution is responsible for the largest 
part of degradation in water ecosystems occurring in the country. Activities commenced by the 
EPAL included: testing the SWAT model for pilot basin, building country scale detail modeling 
system, the continuous collection of relevant data and the adaptation of data collection to fill the 
SWAT model requirements. Additionally, model applications are currently designed for many 
tasks such as the assessment of water quality, the assessment of pollution sources responsible 
for the degradation of water bodies, assessment on the effectiveness of NPS pollution 
abatement measures, the optimization of spatial distribution of such measures, the assessment 
of impacts of structural agricultural changes on water environment, etc. The aim of this article is 
to communicate information on the progress of the SWAT model application in Lithuania and 
about major encountered challenges. 
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Introduction 
 
Application of The Soil and Water Assessment Tool (SWAT) model is widespread across 

the globe. There are numerous examples of model use for the different hydrological, water 
quality, soil, agricultural and other questions (Gassman et al., 2007). Abundant scientific articles 
show the great potential of the SWAT model. Currently, SWAT Literature Database for Peer-
Reviewed Journal Articles holds around 1300 scientific articles (available on 
https://www.card.iastate.edu/swat_articles/). However, important benefits can be also delivered 
by SWAT outside scientific community. Water managers need such tools in many countries, 
which would help in decision making process. The deliverance of the SWAT model from 
scientific to management societies has the possibility to unlock great benefits. Such examples are 
available in the United States, where the model has been increasingly used for the support of 
Total Maximum Daily Load calculations (Borah et al., 2006). The SWAT model is also used for 
the evaluation of conservation practices and programs performed with multi-agency efforts and 
coordinated by USDA within the Conservation Effects Assessment Project (CEAP, 2013). It is 
hard to find reported examples of the SWAT model application in the recurring tasks of 
management institutions outside the United States.  

There are numerous sources (Nasr et al., 2007, Barlund et al., 2007, Geza & McCray 
2008, Dilks et al., 2003, EUROHARP, 2003) in the scientific literature, which examined the 
SWAT model’s suitability for solving questions related with implementation of the European 
Water Framework Directive (WFD) and concluded that model can be used for such a task. 
However, it is hard to find examples described in the scientific literature that the SWAT model 
has actually been employed for such task. The model was used in many scientific projects 
connected with WFD implementation. RECOCA (RECOCA, 2013) and EUROHARP 
(EUROPARP, 2013) are examples of them. Yet, it is difficult to find examples for the 
application of the SWAT model for recurring tasks by water management institutions in the 
European Union (EU). This article is aimed to address this gap by describing the work done and 
results achieved in the Environmental Protection Agency of Lithuania (EPAL), where the SWAT 
model has been selected to aid with water management tasks. This article should be useful for 
water managers considering similar steps. 

 

Early water modeling activities in the EPAL 
 
The implementation of many requirements set by the EU water directives and the 

Helsinki Convention created the need for the application of water models. Initially the EPAL 
was considering using freely available models such as the Hydrological Simulation Program - 
FORTRAN (HSPF) and SWAT. However, at this stage (in the year 2003) the Danish Hydraulic 
Institute (DHI) offered on its part to perform study to determine the best options for the EPAL to 
use for water modeling tasks (DHI, 2003). This study was finished in 2004 and proposed the 
MIKE BASIN model. This is empirical, lumped parameters, continuous time scale, river basin 
model, which was primarily developed to solve water allocation problems, but has added 
capacity to assess nutrient loads from different sources (MIKE BASIN, 2013). MIKE BASIN 
was used in the first round of River Basin Management Plans (RBMPs) preparation for the 
whole territory of Lithuania, which ended in year the 2010. However, the main limitations of the 
MIKE BASIN model during the preparation projects of RBMPs greatly restricted questions on 



non-point source (NPS) pollution coming from agriculture, which was responsible for the largest 
part of deterioration in water ecosystems. As this was the first step in the application of 
watershed models, such limitations were probably unavoidable. Data and expertise required for 
the application of more robust and physically based models, capable of answering NPS related 
questions, was not available during early stage. Yet, acknowledging current and future 
requirements coming from environmental regulations, the EPAL initiated work for preparation of 
complex watershed model, which would have physically based and distributed parameters 
characteristics and allow complex assessment of NPS and its abatement measures.  

 

SWAT selection and testing for a pilot basin 
 
The search of suitable solution started with the identification of criteria for the tool, 

which would be able to provide necessary answers to NPS water pollution questions. The main 
criteria for watershed model in the initial search were such as: 

• Capability to assess inland water NPS pollution and its abatement measures; 
• Suitable for fulfilling the WFD requirements; 
• Applicability with available data; 
• Good integration with GIS; 
• Low cost; 
• Good documentation; 
• Many application examples and long development period; 
• Good support. 
 
Performed literature review was in part described in the master’s thesis of Plunge (2009). 

The other part was described in the internal EPAL documents (EPAL, 2009b). Based on this 
review the SWAT model has been selected. This model was also compared against other models 
(MIKE BASIN, FYRIS), which were proposed to the EPAL by external consultants. Comparison 
criteria and methodology were based on Saloranta et al. (2003) article. This resulted in the 
selection of the SWAT model as the best tool for fulfilling the EPAL needs (EPAL, 2009a). 
However, before the final decision the SWAT model had to be tested on a pilot area in order to 
assess its performance and possible problems connected with its application. 

As a pilot area the small catchment (14.2 km2) of the Graisupis river was selected. This 
catchment is located in the middle of Lithuania, which is dominated by agricultural lands (they 
occupy more than 71% of catchment). It was selected, because long term monitoring program for 
assessing agricultural pollution was located in this area. Therefore, much of long-term important 
data describing water quality and agricultural activities were available for this area.  

Detail model application results on the Graisupis river catchment are presented in 
master’s thesis of Plunge (2011). Model testing in the pilot area was successful. It provided 
reasonable match with monitoring data. It is necessary to mention, that the stability of model, 
support from its community and developers, additional tools to ease SWAT application (such as 
ArcSWAT, SWAT-CUP and SWAT Check) and good model documentation contributed 
substantially in the successful SWAT model application. The prepared SWAT model on the pilot 
area was also used for testing different methodologies and the modeling of Best management 
practices (BMPs). Integration of Risk assessment framework and the assessment of NPS 
pollution abatement by applying the SWAT model has been presented in Plunge (2009). In 



another work of Plunge (2011) is presented SWAT application for the identification of critical 
source areas, nitrate sensitive areas and the optimization of BMPs selection and placement in the 
catchment. The Graisupis river catchment also was used for the evaluation of wetlands as the 
BMP for NPS pollution reduction and selection for optimal sites for this measure (EPAL, 2012). 
These applications of the SWAT model provided good results and revealed the great potential of 
model to be used in the Lithuanian conditions. Results obtained from model testing allowed 
making the final decision for the application of the SWAT model for the whole territory of 
Lithuania. 

 

SWAT model preparation for application on the country 
 
The project for the preparation of the SWAT model for Lithuania has commenced in the 

spring of 2011 and ended in winter of 2012. Latvian company “Center of Processes’ Analysis & 
Research” (PAIC) specializing in the field of hydrology, has been enlisted for this task.  

The EPAL collected all necessary and available data before the beginning of project. 
Time series were collected up to the year 2011. Collected data included: 

• GIS soil data showing spatial distribution of soils (at scales 1:10000 and 
1:300000); 

• GIS data on land use (CORINE data and crop declaration data); 
• DEM data (10 meter raster resolution); 
• River network and river basin GIS data (of different scales); 
• Yearly point source data since year 2000 (loads of pollutants and coordinates of 

point sources); 
• Daily meteorological data since year 1990 (18 stations); 
• Daily flow data since year 1991 (from 64 stations); 
• Monthly water quality data since year 1996 (from 139 stations); 
• Fertilizer application data (collected by the Lithuanian Department of Statistics); 
• Other data (various reports, statistical data, GIS and monitoring data). 
 
The preparation of the SWAT model was done in several stages. Detail explanation of it 

is out of scope for this article. Yet, this information could be found in the final report of project 
(PAIC, 2012a). This article presents only broad overview of the main steps (see Fig. 1). Firstly 
data were processed into necessary form and formats. It took substantial time. Secondly, the 
ArcSWAT software was used for each setup to get MDB files. Later on these raw setups have 
been changed by applying prepared Phyton scripts in order to update default information with 
necessary parameters. After this the SWAT2009 rev. 477 (with some modifications done by 
PAIC) was used to run setups for obtaining initial results. The PAIC-SWAT program has been 
prepared for integration of all setups, monitoring data, editing and visualization tools into one 
system. This program was used for the model calibration and validation procedures. It is also 
important tool for working with prepared modeling system. 

 



 
 
Fig. 1. Steps used in the preparation of the SWAT model setups. 

 
Model has been prepared to be run between years 1997 to 2010. The first 3 years was 

used for the model warm-up. The territory of Lithuania has been divided into 129 setups (with 
more than 1000 SWAT model sub-basins), which in turn have been connected by 4 level 
hierarchical system (see Fig. 2). The first level of setups represented upstream watersheds and 
was designed to run first. Results from the first level were utilized by using inlets in second level 
watersheds. Third and fourth levels represented two largest rivers and were run in subsequent 
stages. Whole country model was prepared to run by using batch files to run setups in right 
sequence. 

Model calibration requirements were set low for the project as results from it were 
intended to be the first step in the preparation of the SWAT model for whole country. The main 
reasons for this were project financial constraints and the poor quality of important data such as 
soil parameters and fertilization data.  

As a first-step, an extensive calibration was done on the Susve river basin (1173 km2), 
which was selected as the pilot basin. This basin was selected because the availability of data and 
the influence of multiple pressures (industrial and agricultural pollution, dams, etc). In the 
second step, the territory of Lithuania has been divided into 19 major regions. Each of those 
regions had a selected representative flow and water quality monitoring station on a main river. 
Initial parameters obtained from the calibration of the Susve river basin were applied for those 
regions. In the third step, parameters were further adjusted to fit monitoring data of selected 
station within each region. Finally, all setups in each of these regions were modified according to 
the one set of parameters obtained during calibration. This regionalization approach allowed 

ArcMap ArcSWAT 

Raw setups 

Phyton scripts 

Initial setups 

SWAT 2009 

Results 

GIS and other data 

Observations 

BAT files or 
external tools  

e.g. PAICSWAT 

Calibrated setups 

Building and 
modifying modeling 

system 

Visualization 
Analysis 

Calibration 
Calculation 

 
  



taking into account special hydrological characteristics of different regions while reducing 
substantially calibration task. The calibration on every flow and water quality station was out of 
the scope for this project.  

 

 
 

Fig. 2. Division of Lithuania’s territory into watershed levels. 
 
The results from such model calibration were satisfactory for the larger part of 

monitoring stations. However, for many stations results were not satisfactory, because the bigger 
part of data was not used for calibration and the final calibration of parameters was biased due to 
relation with the conditions of the Susve river basin. The data from 42 water flow stations have 
been used in the assessment. As the average of statistical parameters was skewed, because of the 
influence from extreme values, medians were calculated instead. The median of Nash-Sutcliffe 
values was 0.5 for daily flow modeling and 0.6 for monthly flow. The median of percent bias 
values for water flow modeling was around 9%. The median of Nash-Sutcliffe values for daily 
nitrate load values was 0.27 and a median for monthly values was 0.17 for all water quality 
stations (120 stations used in the assessment). For water quality stations with at least 5 full years 
of monitoring data (89 stations) the median of Nash-Sutcliffe values for nitrate daily values was 
0.37 and for monthly - 0.26. The median of percent bias values for modeled nitrate values was 



41%. Median of percent bias for modeled phosphate values was 39%. According to model 
evaluation guidelines given in Moriasi et al. (2007) article, model overall performance, if 
evaluated based on the results of medians, could be graded as satisfactory.  

The main result of the SWAT model preparation project was not a fine tuned model (as 
this was not possible due to data limitations), but instead tools and model setups, which would 
enable to work further with the model. These tools include all necessary scripts and software 
required to manipulate input data, setup preparation, the extraction of modeling results and the 
integration of modeling results with monitoring data for assessment purposes. These results are 
vital for next steps of work on the SWAT model application. There are no possibilities to present 
those results in detail for this article. However, such information could be obtained from the 
“User manual of water quality modeling system for Lithuania” (PAIC, 2012b). 
 

Next steps in the development of modeling system 
 
One of the main activities, which has been initiated even before finishing the SWAT 

model preparation project, was continuous work on data gathering in order to collect missing 
data and adjust some data collection programs. The most monitoring programs are long term and 
designed for the implementation of certain laws or EU directives. Therefore, no quick and far-
reaching changes could be made. However, discussions have been initiated by the EPAL with 
relevant institutions on the collection of missing data. For instance, intensive discussions are 
undergoing with the Ministry of Agriculture on possibilities to collect data on fertilization and 
agricultural practices. Moreover, some of missing data are being or have been collected within 
the boundaries of EPAL monitoring activities or ongoing projects. As example could be 
mentioned necessary parameters for the Graisupis river catchment, soil parameters for soil 
profiles, detail DEM, information about river channels, etc. During next steps increased 
collaboration between the EPAL and other relevant institutions is planned to ensure growing data 
availability for the SWAT model. 

The EPAL also set aside resources for the project to update the RBMPs and the 
programmes of measures in accordance with the WFD requirements (EC, 2000). This project is 
planned to start in the middle of 2013 and to finish at the latest in the year 2015. Updating of the 
SWAT model for the territory of Lithuania and its application for running different scenarios is 
designated as the one of most important activities of this project. New, corrected and additionally 
collected data, which were previously not available, will be used in updating SWAT setups. 
Elaborated, extensive calibration and validation procedures are planned. The application of 
prepared model is planned for the evaluation of baseline scenario, which would take into account 
expected results from the implementation of the EU directives relevant to water environment. 
Additionally are planned the identification of critical source areas, the multi-objective spatial 
optimization of BMPs, the evaluation of impacts induced by structural changes in agriculture. 
One of the most important expected outcomes of planned project is the prepared reliable detailed 
model for the whole territory of Lithuania, which could be used for solving water management 
questions and providing necessary data for reporting. It is expected that the model will be used 
for the needs of the HELCOM Pollution load compilation data periodic reporting, the estimation 
of impacts of applied BMPs for National Rural support programme, the Nitrate directive, the 
estimation of nitrate leaching to surface and groundwater required for National reporting of 
greenhouse gas emissions, etc.  



The EPAL also initiated collaboration with national scientific institutions (universities 
and institutes). For instance, lectures have been given in several universities by the EPAL 
specialists, which were invited as guest lecturers. These lectures were taught within relevant 
courses in order to attract students interested in the field of hydroinformatic to work on the 
SWAT model. Institutes are involved in the EPAL projects providing consultations. The EPAL 
freely shares results of those projects with institutes for their activities and projects and sees this 
as a long term strategy to attract specialists and increase benefits from investment in the SWAT 
model. 

 

Main challenges  
 
Certainly, the lack of important data is one of the main challenges for the EPAL. No 

usable national soil parameter data were available for the initial SWAT model preparation. For 
this purpose Harmonized World Soil Database was used (FAO/IIASA/ISRIC/ISSCAS/JRC, 
2012). Used fertilization data were also very poor. Information about agricultural practices was 
not available as well as many specific model parameters. Moreover, there are also plenty 
problems related to data quality. The EPAL is working continuously for solving these problems.  

Another, probably the most serious challenge, is attracting competent specialists required 
for the model development. Due to a small size of the country, there is no pool of prepared 
hydroinformaticians capable to work with SWAT. Even more troublesome is that payment 
ceilings for civil servants make it very hard to hire specialists with needed skills (especially in IT 
field). The EU funding is on some occasions available for hiring external consultants during 
different projects. However, to get long term benefits from model application, it is necessary to 
have competence and capacity for the model development and for its usage within the EPAL.  

Lastly, it is important to mention, that despite many technical challenges connected with 
the application of such sophisticated tools as the SWAT model (such as the constant changes of 
the SWAT model revisions and versions, the lack of proper tools for model output assessment, 
problems related with updating input information, the lack of information about processes in the 
environment required for model calibration, etc), probably the most complicated are connected 
with the perceptions of relevant decision makers. Much of the time has to be spent in order to 
explain the different aspects in the development of such tools for decision makers, which have to 
be involved and to build trust for a process that require long term thinking. 

 

Conclusion 
 
The SWAT model has been selected by the EPAL as a tool to provide decision support in 

the field of water management. Employment of this tool is the important part of strategy for 
solving current and future problems connected with NPS water pollution abatement. The 
selection of model has been done after considering various characteristics of different models. 
The SWAT model has been tested on the pilot basin. Positive results were obtained for flow and 
water quality simulations as well as the examination of the usability of model’s results for 
various NPS assessment methods. These results allowed making decision for starting project on 
the SWAT model preparation for the territory of Lithuania. Such project has finished in the end 
of 2012. It delivered all necessary setups and tools required to work with modeling system. The 



EPAL is planning to develop further this modeling system by updating input data, improving its 
performance and using it in the updating of RBMPs. The development of modeling system with 
the long-term view is expected to provide Lithuanian water management institutions with 
sophisticated tools necessary for answering questions about NPS water pollution.  
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Abstract 
  BMPs are those field operations which promote efficient use of resources, safety for 
stakeholders, and sustainable management of water resources. The choice of practices of 
the BMPs will vary from watershed to watershed due to varying characteristics. The present 
study has been conducted to explore adaptation options to address implications on account 
of climate change impact assessment in Karkheh River Basin (KRB). SWAT model has been 
used for impact assessment analysis. The model was calibrated using the baseline 
information. The results of climate change impact were obtained by using the future climate 
condition. It has been found that there would be explicit deficit in water and crop yield during 
the end century (2070-2099). 

SWAT model has wide spectrum of abilities to manage the cultivation field 
operations. These operations are relevant to rain-fed and irrigated farming. In the KRB, such 
cultivated area account for about 25 percent of the total area. It has been intended to 
explore the adaptation options to account for the deficit in water availability through proper 
selection and deployment of suitable BMPs. Four of the BMPs have been selected for this 
study: i) Terracing, ii) Contouring, iii) Strip Cropping, and iv) Grade Stabilization Structure 
(GSS). These selected BMPs have been examined for the future scenarios of ‘PRECIS’ and 
‘REMO’ regional climate models (RCMs) dynamically downscaled from the latest GCMs.  
 
Keywords: SWAT Model; KARKHE River Basin; Best Management Practices (BMPs); Field 
operation; Adaptation 
  



Introduction  

 
Climate change enhances the water stress to states that are already battling with the issue of 
sustainable water resources. The water resources challenges are intensified in semi- arid and 
arid regions. Water resources remain as one of the most limiting factors on sustainable 
development due to occurrence of alternating floods and droughts. There are several 
application plans defined in order to combat the water resources scarcity in “2025 
development vision in Iran”. It has been stated, that an integrated management plan is 
required to prevent the negative impacts of climate change on social- economic and 
environment aspects. Each of these segments is expected to be strongly impacted by climate 
change. Therefore, impact assessment of climate change on water resources and its adaptation 
are of primary concern and interest.  

 Adaptation is response to climate change to seek possibilities and/or capabilities to 
impacts (IPCC, 2007). It is achieved through multi-interference and therefore needs an 
integrated approach. It is also required to include all the climate change vulnerability drivers 
to respond the impacts (Lindsey et al., 2010).  Climate change adaptation can be improved by 
i) adjusting exposure ii) reducing sensitivity of the system to climate change impacts and iii) 
enhancing the system adaptive capacity (OECD, 2006). Widespread climate change impacts 
on water resources can be minimized by implementing management practices (USEPA 
2001). Therefore, management practices can be deployed to explore the adaptation options on 
account of climate change impacts.  

 Best Management Practices (BMPs) are those field operations which promote 
efficient use of resources, safety for stakeholders, and sustainable management of water 
resources. They are often used to control the runoff, sediments and nutrients as non-point 
source hazards. The choice of the BMPs will vary from watershed to watershed due to 
varying characteristics. BMPs can be as structural and non-structural. Various BMPs are 
usually combined together in watershed. Harmel et al. (2008) and Webber et al. (2010) have 
reported various tillages with nutrient management operations and management of grazing 
with vegetative buffers for synergetic watershed management, respectively. When the 
combinations of numerous BMPs are implemented, they can effect on each others positively 
or negatively. Therefore it becomes important to evaluate the impacts of the selected BMPs 
in the watershed.  

 SWAT model allows using detailed management practices mainly on cultivated lands. 
It has wide spectrum of abilities to manage the cultivation field operations. These operations 
are relevant to rain-fed and irrigated farming areas. Muleta et al. (2001) used Genetic 
Algorithm (GA) and SWAT model to find the best landuse pattern and tillage operations to 
minimize the sediment yield in the basin.  Arabi et al. (2006) studied application of four 
BMPs operations in U.S. using GA and SWAT models. They have used the BMPs operations 
to optimize sediment yield, Nitrogen and Phosphorus products. Tuppad et al. (2010) applied 
SWAT model using various BMP options in HRU, sub-basin and basin scale. SWAT was 
also used to simulate the intense sediment yield area by Mishra et al. (2007).  From the food 
and water security points of view, Karkheh River Basin (KRB) has the specific situation. The 



present study has been conducted to explore adaptation options to address implications on 
account of climate change impacts in KRB. 

DATA AND METHODS 

Study Area 

The KRB is located in the western part of Iran, 
with geographical coordinates between 30° to 35° 
northern latitude and 46° to 49° eastern 
longitudes with total area of about 50800 km2 
(Fig 1). It is a sub-basin of Tigris and Euphrates 
River Basins in southeast portion. The population 
living in the basin is about 4 million (in 2002) 
with about one third resides in the rural areas 
(JAMAB 1999; Ashrafi et al. 2004). 
Hydrological features of the KRB are complex 
and heterogeneous due to its diverse topography, 
and natural settings of geology, climate and 
ecology. The water resources of the KRB 
comprises five major sub-basins, i.e. the Gamasiab, Qarasu, Seymareh, Kashkan and south-
Karkheh as shown in Figure (1).  

 

Fig. 1 Location of KRB in Iran with delineated of sub-basins and rivers 

Basic characteristics of these five sub-basins are given in Table (1). The KRB remained 
largely unregulated without any large storage dam during the twentieth century. However, the 
first large multipurpose dam, the Karkheh dam, was completed and commissioned in 2001. 

 
Table 1- Basic characteristics of five sub-basins of the KRB (JAMAB Consulting Co. 2006) 

 
Sub-basins Total 

area (km2) 

Average annual 

rainfall (mm) 

Mean annual  

Discharge (MCM/y) 
Irrigated 

Area (km2) 

Gamasiab 11500 465 1080 1360 

Qarasu 5350 435 722 276 

Kashkan 8960 390 1639 543 

Seymareh 16400 350 5827 490 

South-Karkheh 8590 260 5153 1110 

 

The rain-fed farming, rangelands, forests and irrigated farming are the main land use types. 
The rain-fed farming and rangelands are mainly scattered throughout the mountainous region 
with varying degrees of coverage. Forested areas are mainly found in middle parts of the 



basin. Most of the irrigated farming is concentrated in the lower region (Lower KRB) and in 
the upper northern regions (Gamasiab sub-basin). From the food security point of view, 
wheat production in KRB was 0.84 M tons and 1.4 M tons in 1996 and 2005 respectively, 
contributing 12.2 per cent and 10.0 per cent to the national production. In the case of barley, 
KRB production contributed 11.0 per cent and 16.5 per cent to the national production in 
1996 and 2005 respectively. In 2005, KRB produced 0.35 M tons of maize, which 
contributed 17.8 percent to the national production of 1.99 M. tons (Keshavarz et al., 2012). 
More details of KRB are available in Solaymani and Gosain (2012). 

SWAT Model Setup 

The Digital Elevation Model (DEM) of 90 m 
resolution was used for basin and sub-basin 
delineation. A threshold of 500 km2 was used for 
the delineation of sub-basins. This threshold was 
interactively devised to divide study area into a 
reasonable number of (50 in the present case) 
sub-basins (Figure 2).  

 The hydrological response units (HRUs) 
were defined based on information on landuse, 
soil and slope. The land use/land cover map was 
prepared using fine resolution Landsat ETM+ 
image 2002 (Mirghasemi et al, 2006). It 
distinguishes 18 land use/land cover classes, with 
rain-fed farming (33%), forest (23%), rangelands 
(18%), and bare lands (15%) constituting about 
90% of the study area. The soil map was obtained 
from the global soil map of the Food and 
Agriculture Organization of the United Nations (FAO,1995), which provides data for 5000 
soil types comprising two layers (0 –30 cm and 30 – 100 cm depth) at a spatial resolution of 
10 km. The five categories of slope were defined to be used in the HRU definition, i.e., a) 0-
5%; b)5-10%;c)10-20%;d) 20-30% and e) > 30%. Finally, the HRUs were defined using the 
land use, soil and slope information. A threshold value of 5% for land use, soil and slope was 
used in the HRU definition. A threshold value of 5 to 10% is commonly used in HRU 
definitions to avoid small HRUs, reduce total number of HRUs and thus improve the 
computational efficiency of the model (Starks and Moriasi 2009). Daily climatic data for the 
period from January 1982 to December 2005 were used for the model simulations. 
Precipitation and temperature data from 10 synoptic stations were available. The missing data 
were generated by using data of other stations.  

Sensitivity Analysis 

Sensitivity analysis refers to the identification of model parameters that have important effect 
in the specific basin. It is the step prior to model calibration. It demonstrates the impact that 
change to an individual input parameter has on the model response and can be performed 

Fig. 2 Delineated 
sub-watersheds in 

KRB 



using a number of different methods. The method in the Arc-SWAT Interface combines the 
Latin Hypercube (LH) and One-factor-At-a-Time (OAT) sampling. The sensitivity analysis 
tool in Arc-SWAT has the capability of performing two types of analyses. The first analysis 
uses only modelled data to identify the impact of adjusting a parameter value on some 
measure of simulated output, such as average stream flow. The second analysis uses 
measured data to provide overall “goodness of fit” estimation between the modelled and the 
measured time series. Veith and Ghebremichael (2009) reported that the first type of analysis 
may help to identify parameters that improve a particular process or characteristic of the 
model, while the second type analysis identifies the parameters that are affected by the 
characteristics of the study watershed and those to which the given project is most sensitive. 
The description of parameters used for sensitivity analysis and their relative sensitivity after 
the analysis is presented in Table (2).   

 

 
Table 2 SWAT Sensitivity analysis results for KRB  

 
No Parameter Description Initial value Rank No. * Rank No. ** 

1 ALPHA_BF Baseflow alpha factor (Days) 0-50 2 4 

2 CANMX Maximum canopy storage (mmH2O) 0-10 10 16 

3 CH_K2 Channel Effective Hydraulic Conductivity 0-150 4 15 

4 CH_N2 Manning Coefficient for Channel 0.01-0.3 6 5 

5 CN2 

Initial SCS Runoff Curve number for Wetting 

Condition-2 ±20% 1 1 

6 EPCO Plant uptake compensation factor 0-1 14 20 

7 ESCO Soil Evaporation Compensation Factor 0-1 3 3 

8 GW_DELAY Ground Water Delay Time 0-50 11 10 

9 GW_REVAP Ground Water “REVAP” Coefficient 0.02-0.2 15 19 

10 GWQMN Threshold Depth for shallow aquifer for flow 0-5000 13 2 

11 RCHRG_DP Deep Aquifer Percolation Factor 0-1 7 12 

12 REVAPMN 

Threshold Depth of water in shallow aquifer for 

“REVAP” 0-500 16 18 

13 SFTMP Snowfall temperature (°C) -5-5 20 6 

14 SLOPE Slope steepness (m/m) 0-0.6 9 13 

15 SMFMN Melt factor for snow December 21 (MM H2O/°C-day) 0-10 20 8 

16 SMFMX Melt factor for snow June 21 (mm H2O/°C-day) 0-10 20 11 

17 SMTMP Snow melt base (°C) -5-5 8 7 

18 SOL _AWC Soil Available Water Capacity 0.01-0.5 20 14 

19 SURLAG Surface Runoff Lag Time 0-10 5 5 

20 TIMP Snow pack lag temperature lag factor 0-1 12 9 

*without observed data - **with observed data 
  

Model Calibration and Validation 

Calibration involve in tuning of model parameters based on checking model results against 
observations to ensure same response over time. This involves comparing the model results, 
generated with the use of historic meteorological data, to recorded stream flows. In this 



process, model parameters are varied until recorded flow patterns are accurately simulated. 
The manual calibration approach has been used for calibration in this study. The One–factor-
At–a-Time (OAT) sampling has been used for manual calibration. The evaluation of 
calibration has been done using Graphical Procedure, Nash–Sutcliffe Efficiency (NSE), 
Percent Bias (PBIAS) and Root Mean Square Error (RMSE)-observations standard deviation 
ratio (RSR). There are more details of calibration and validation in Solaymani and Gosain. 
(2012). 

Model Performance 

Model evaluation statistics, for a daily time step, were formulated based on. As stated 
previously, graphical techniques provide visual model evaluation overviews and should be 
the first step in model evaluation. A general visual agreement between observed and 
simulated constituent data indicates adequate calibration and validation over the range of the 
constituent being simulated (Singh et al., 2004).  Figure (2) demonstrate simulated and 
observed hydrograph from 1994 to 1999 for calibration and validation. The next step was to 
calculate values for NSE, PBIAS, and RMSE. Model performance can be evaluated as 
“satisfactory” with NSE > 0.50 and RSR < 0.70 and, for measured data of typical uncertainty, 
if PBIAS ± 25% for stream-flow. Moriasi et al. (2007).  

 
 

  
Fig. 2 Observed and simulated flow after manual calibration at Pay-e-Pol flow gauge station (Calibrated 1994 to 

1996 and validated 1996 to 1999) 
Table (3) summarizes the statistical results of performance for calibration and validation 
period using daily stream flow data with both, the manual and auto-calibration procedures. It 
may be observed that the performance for both calibration and validation period using 
manual calibration has been in general “Good” or better, whereas the performance with auto-
calibration has been invariably “Unsatisfactory”. 

Table 3 Outputs for statistical parameters with manual calibration and auto-calibration at 
Pay-e-pol flow gauge station (Daily-Base data) 

 

Approach 
NSE PBIAS RSR 

Calibration Validation Calibration Validation Calibration Validation 

0

500

1000

1500

2000

2500

3000

Fl
ow

 (m
^3

/s
ec

) 

Time (Day) 

Observed
Simulated

Validation Calibration 



Manual Calibration 0.71 (Good) 0.60 

(Satisfactory) 

-0.24 (Very 

good) 

0.96 (Very 

good) 

0.6 (Good) 0.25 (Very 

good) 

Auto-calibration 0.31 

(Unsatisfactory) 

0.32 

(Unsatisfactory) 

30.7 

(Unsatisfactory) 

0.50 (Very 

good) 

0.71 

(Unsatisfactory) 

0.78 

(Unsatisfactory) 

 

It was also decided to check the impact of the choice of interval on the performance of the 
model. Therefore, performance was computed again by taking the interval as monthly and the 
results are shown in Table (4). It may be observed that the performance has drastically 
improved for the monthly data under manual as well as auto-calibration. However, the 
manual procedure has even in this case outperformed the auto-calibration procedure. 

Table 4 Outputs for statistical parameters with manual calibration and auto-calibration at 
Pay-e-pol flow gauge station (Using monthly data) 

 

Approach 
NSE PBIAS RSR 

Calibration Validation Calibration Validation Calibration Validation 

Manual Calibration 0.91 (Very 

good) 

0.85 (Very 

good) 

-0.001 (Very 

good) 

0.07 (Very 

good) 

0.31 (Very 

good) 

0.39 (Very 

good) 

Auto-calibration 0.31 

(Unsatisfactory) 

0.32 

(Unsatisfactory) 

0.002 Very 

good) 

0.77 (Very 

good) 

1.14 

(Unsatisfactory) 

0.63 

(Satisfactory) 

CLIMATE CHANGE IMPACTS AND ADAPTATION 
The calibrated model has then been used with climate change projections as input data. 
Implications of the projections have been evaluated using the SWAT model runs. 
Appropriate BMPs have then been identified to circumvent the effects of the climate change. 
Selected BMPs have been used on calibrated model to evaluate their implications on the 
KRB. Details of these steps are explained as follows  

Climate change projections 

The domains of RCM data corresponding to different climate change models are not 
available for all the places in the world. In this study, scenarios from REMO and PRECIS 
regional climate models (RCMs) have been used. The third-generation Hadley Centre’s 
‘PRECIS’ and fifth-generation of Max Planck Institute’s ‘REMO’ are based on the latest 
GCMs. They have a horizontal resolution of 50x50 km with 19 levels in the atmosphere 
(from the surface to 30 km in the stratosphere) and four levels in the soil. The A1B emission 
scenario for REMO and A2 and B2 emission scenarios for PRECIS have been used. 

 To start with, analysis of climate change projection was made using two major 
parameters of temperature and precipitation influencing water resources. Monthly and annual 
mean daily maximum and mean daily minimum temperature for REMO (with A1B scenario) 
and PRECIS (with A2 and B2 scenarios) RCM models are given in Figure 3. According to 
Figure (3 a, b), Tmax is projected to significantly increase during summer (JJA) with changes 
being lower in the winter (DJF). In B2 scenario, Tmax has increased in all the months except 
December and January. Changes in Tmin shall have the similar trend as Tmax for A2 
scenario (Figure 3d) but a lower magnitude.  Change in Tmin for B2 scenario has shown 



much lower increase in comparison to A2 scenario. In fact there has been a reduction in Tmin 
in March, April, October and November under B2 scenario (Figure 3e). As it has been 
observed in Figure (3 c, f), the increase in Tmax and Tmin under A1B scenario is very much 
less in comparison to A2 and B2 scenarios. However, maximum increase in Tmax under A1B 
scenario is observed in summer months and minimum in the other months. Generally, during 
winter and summer months, the spread of uncertainty in the temperature projections resulting 
from the various RCM models is higher, while it is lower during spring and autumn months. 

The analysis of climate change impact on precipitation projects is show in Figure (4). The 
precipitation has been projected to reduce dramatically during JFM in all the scenarios of 
A1B, A2 and B2 in KRB. During November the average precipitation has increased slightly 
under A1B.  Overall, the precipitation reduction has been observed under all three scenarios 
in KRB. These results are consistent with findings obtained from other studies in the Iran 
(e.g. Faramarzi et al. 2008, Abbaspour et al. 2009, Morid et al. 2008 and Massah, 2006).  

 SWAT has been used to simulate the crop yield under various climate change 
scenarios used in this study. Wheat being the main crop has been cultivated as rain-fed and 
irrigated in KRB. Figure (5) show the spatial distribution of the annual crop yield under 
present as well as various climate change projections. Rain-fed wheat is not cultivated in 
lower KRB that is why there is no variation. Figure (5a to d) show that the maximum 
reduction in crop yield is experienced in the middle KRB under B2 scenario whereas the 
upper KRB is impacted relatively less in comparison to the middle KRB. Similar condition is 
shown for irrigated wheat cultivated area in Figure (5e to h). The reduction in the crop yield 
is maximum for B2 scenario in upper KRB as well as lower KRB. The middle KRB can be 
termed as the comparatively less affected area under the irrigated wheat. The detailed result 
for production of the rain-fed and irrigated wheat is given as the appendix.   

 

a) Tmax-A2 

 
 

b) Tmax-B2 

 

c) Tmax-A1B 

 

d) Tmin-A2 

 

e) Tmin-B2 

 

f)  Tmin-A1B 
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Fig. 3 Long-term monthly Temperature (average maximum and minimum daily) values for the 
end century (2070-2099) along with baseline (1970-1999). The box-whisker plot (median, 25th 
and 50th percentiles and minimum and maximum) are given for PRECIS (A2&B2) and REMO 
(A1B). (a), (b) and (c) show monthly values of average maximum temperature under A2, B2 
and A1B emission scenarios. (d), (e) and (f) show monthly values of average minimum 
temperature under A2, B2 and A1B emission scenarios.  

 

a) A2 

 
 

b) B2 

 

c) A1B 

 

Fig. 4 Precipitation long-term values in end century (2070-2099) along with baseline (1970-
1999) (triangles). The box-whisker plot (median, 25th and 50th percentiles and minimum and 
maximum) are given for PRECIS (A2&B2) and REMO (A1B) 
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Fig. 5 Spatial distribution of climate change projections on annual rain-fed and irrigated wheat 
yields (ton/ha) in KRB; (a) to (d) depict the rain-fed wheat yields under baseline, A1B, A2 and 
B2 emission scenarios respectively, and (e) to (h) demonstrate the irrigated wheat yields under 
baseline, A1B, A2 and B2 emission scenarios respectively.  

Selection of BMPs 

Having evaluated the impacts of climate change on the crop production in the KRB, the next 
obvious requirement is to explore a set of options to reduce the negative climate change 
impact on the watershed. In the KRB, cultivated area account for about 25 percent of the total 
area, which comprises of rain-fed and irrigated farming areas. The selected options should 
comply with the specific conditions and capabilities of the cultivated land where they are to 
be used. The options being explored are in the form of best management practices (BMPs) 
that can account for the deficit in water availability through proper selection and deployment 
of suitable BMPs. 

 Four of the BMPs have been selected for this study. These are Terracing, Contouring, 
Strip Cropping, and Grade Stabilization Structure (GSS). Terracing is highly used to decrease 
the peak flow, soil surface erosion, keeping the soil moisture and water quality improvement 
(USEPA, 2004). Various parameters affected by terracing include CN2, SLSUBASIN (sub-
basin average slope length), and USLE_P (USLE practice factor) (Bracmort et al. 2006). 
Contouring is the tillage practice for planting the crops aligned to terrain contours. It 
enhances surface detention and reduces erosion, runoff and evaporation. SWAT simulates 
this operation by altering CN2 to increase the surface storage and USLE_P to decrease soil 
surface erosion (Arnold et al., 2011).  Strip cropping is a band arrangement of crops that is 
mainly use on steep slopes. It is incorporated by adjusting STRIP_N (Manning coefficient for 
overland flow), CN2, STRIP_C (USLE cropping factor) in SWAT. GSS is addressed through 
the structures to reduce streams and waterways slopes in natural or artificial water course. It 
reduces the water speed to store runoff and stabilize the grade to trap the sediments. There are 
some example of GSS as chutes, vertical drops, weir spillways and checkdams. They are 
constructed using various materials, e.g. steel sheet pile, masonry materials, reinforced 
concrete, wood, and earth embankments, depending on site conditions. Figure 6 shows some 
common GSSs that are implemented in Iran. They modify the main channel slopes (CH_S2) 
and the factor of channel erodibility (CH_EROD) in a sub-basin (Kaini et al. 2012). The 
CH_S2 parameter is reduced by 10% to facilitate GSSs simulation in SWAT. 



 
(a) 

 

(b) 

 
(c) 

 
 
 

(d) 

 

Fig. 6 Common GSSs that are implemented mainly in semi arid watersheds in Iran; (a)Earth-
embankment dam, (b) Masonry check-dam, (c) Gabion check-dam, and (d) Wood check-dam 
that is constructed mainly in forest basins. They are constructed with various materials on 
different sites. (source: http://www.frw.org.ir/pageid/34/language/en-US/Default.aspx) 

Performance of BMPs 
Many studies have evaluated landuse change impacts on hydrological components 
(Alibuyong et al. 2009 and Ghaffari et al. 2009).  They had assumed the landuse conversion 
in the entire watershed and/or some percentage changes systematically. In the present study, 
the selected management practices are incorporated in the cultivated portions of the 
watershed. The results of deployment of suitable BMPs for the deficit in water availability 
under different scenarios have been discussed below. 

Evaluation on baseline climate condition (1970-1999) 

The choice of BMPs was simulated on baseline conditions to evaluate the impacts on some 
major hydrologic components such as surface runoff, groundwater, and sediments yield. 
Terracing and strip cropping have been modelled on cultivated lands in Upper and Middle 
KRB due to mountainous terrain conditions. Terracing was simulated on irrigated cultivated 
lands due to expense of terracing in high slopes and the location of the cultivated land on the 
upper range in KRB. The GSS have been modelled mainly on rangelands because of their 
ownerships1. Table (5) provides the comparison of implementation of selected BMPs on the 
study area. 

  

                                                      
1 In Iran, all the natural resources (rangelands, forest, and water bodies) are under the national ownership. It 
means all the managements and administrations are under the government.   



Table 5 Comparison of selected BMPs on some hydrologic components on baseline in KRB 

Basin 
Management 

Application 

Surface water 

(mm) 

Ground water 

(mm) 

Total sediment 

(ton/ha) 

Upper KRB 

No application 63.20 33.56 8.80 

Terracing 14.05 48.35 0.50 

Strip cropping NCC* NCC NCC 

Contouring 11.8 67.83 1.93 

GSS** 53.10 9.09 - 

Middle KRB 

No application 125.76 62.71 18.93 

Terracing 18.98 152.03 1.76 

Strip cropping NCC NCC NCC 

Contouring 23.52 127.67 2.26 

GSS 44.24 17.06 - 

*NCC-No Considerable Change in compare to” No application”               ** GSS-Graded Stabilization Structure 

Terracing was the most effective management practices to runoff and sediment reduction in 
both upper and middle KRB. The surface runoff has reduced about 80% and 75% for Upper 
and Middle KRB respectively. There is a positive response on ground water due to surface 
runoff retention and penetrating. It has increased ground water by about 14mm and 90mm in 
upper and middle KRB respectively. Contouring has also similar impacts on the chosen 
hydrologic components. The surface water and total sediment erosion have reduced 
considerably. Total sediment was reduced by about 6 and 16 (ton/ha/year) for upper and 
middle KRB respectively.  The GSSs are incorporated on the streams. They help in trapping 
the surface runoff for subsequent recharge to groundwater. Table 5 shows the reduction in 
surface runoff by about 16% and 65% on account of GSS in upper and middle KRB 
respectively.  All these implementations under the present scenario have been made with 
respect to the prevailing interventions as per the local knowledge.       

Evaluation on future climate condition (2070-2099) 

Using the knowledge on the impacts due to the management practices under the present 
scenario, choice has been made to identify some suitable practices to circumvent the effects 
of the climate change. Table (6) summarizes the results of simulation on the choice of BMPs 
under the baseline and three climate change projections. The choice of best management 
practices have been made to ensure the flow reduction and increase ground water recharge in 
the study area. It may be seen from the Table 6 that  the average surface discharge show no 
significant change for all climate projections from the baseline  in upper as well as middle 
KRB. It may also be observed that the change in maximum and minimum flow is 
considerable; e.g. maximum flow is 718, 709.2, 33.45, and 1548 m3/sec in baseline, A2, B2, 
and A1B scenarios, respectively in upper KRB with no application of BMPs. This maximum 
flow has reduced to 323, 490 and 1189 m3/sec for baseline, A2, and A1B scenarios whereas it 
has increased to 99 m3/sec for B2 scenario. The minimum flow in invariably increased from 
the present condition to the climate change scenarios. This is mainly on account of enhanced 
groundwater recharge. Similar trends are also observed for the middle KRB.   



Therefore, implementation of appropriate BMPs can influence the local hydrology by 
regulating the maximum and minimum flow values range. The more import point in 
implementation of BMPs is their role in reducing the extreme conditions. Figure (7) provides 
the influence of BMPs at the monthly level for each of the climate change projections in both 
upper and middle KRB. 

 

Table 6 Comparison of surface flow (m3/sec) analysis with selected BMPs on climate change projections and 

baseline information in KRB 

Basin BMPs 
Statistic 

Results 

Baseline 

condition 

Climate Scenarios 

A2 B2 A1B 

Upper KRB 

No application 

Mean 46.65 76.65 10.26 58.04 

Max 718 709.2 33.45 1548 

Min 0 0 1.23 0 

With application 

Mean 50.63 76.44 9.44 55.20 

Max 323.1 490.7 99.29 1189 

Min 6.16 8.19 0 1.78 

Middle KRB 

No application 

Mean 146.28 127.61 29.38 121.48 

Max 1647 1174 217.1 3476 

Min 0 0 0 0 

With application 

Mean 147.67 123.19 28.34 110.81 

Max 915.20 849.6 100.4 2882 

Min 10.11 14.4 3.128 0 

 

It may be observed from Figure (7) that the maximum flow reduction on account of the 
BMPs takes place during November to April under A2 and B2 scenarios in both upper and 
middle KRB. The management practices also cause increase in minimum, average and 
maximum flow during June to October under A2 and B2 scenarios. Since under A1B, 
duration of wet season is less, influence of BMPs is also less. The effect of BMPs on surface 
water under A1B is also less.  

Conclusions 
 
The SWAT model has been used on the KRB basin which has heterogeneous climatic 
conditions. The model has been calibrated and validated using manual and auto-calibration 
procedure. SWAT model allows using detailed management practices to manage the 
cultivation field operations. The effect of selected BMPs has been examined to circumvent 
the impacts of climate change under the future ‘PRECIS’ and ‘REMO’ regional climate 
models dynamically downscaled from the latest GCMs. The impact of selected BMPs had 
various effects on the major hydrological components e.g. surface runoff, groundwater and 
sediment erosion. Amongst the selected BMPs, terracing followed by GSS has been found to 
influence significantly on selected hydrologic components. Strip cropping has been found to 
be less effective.       



 

   

 

(a) A2 - Upper KRB 

 
 

(b) B2 - Upper KRB 

 

(c) A1B – Upper KRB 

 

(d) A2 -  Middle KRB 

 
 

(e) B2 – Middle KRB 

 

(f) A1B – Middle KRB 

 

 

Fig. 7 Influence of choices of BMPs implementation on surface flow by various 
climate change projections in study area; (a)A2 scenario in upper KRB, (b) B2 
scenario in upper KRB, (c) A1B scenario in upper KRB,(d) A2 scenario in 
middle KRB, (e) B2 scenario in middle KRB, and (f)  A1B scenario in middle 
KRB. 

  

Results of this study show that integrated water resources management should be used to 
analyse various possible BMPs comparatively.   
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Appendix 
 
Distribution of climate change projections on annual rain-fed and irrigated wheat yields (ton/ha) corresponding 

baseline, A1B, A2 and B2 scenarios in KRB 

Subbasin Rainfed Cultivation Irrigated  Cultivation 
Baseline A1B A2 B2 Baseline A1B A2 B2 

1 0.95 0.60 1.12 0.29 3.62 1.51 2.79 0.73 
2 0.88 0.65 1.23 0.29 4.07 1.63 3.07 0.74 
3 2.08 0.84 1.18 0.55 4.54 2.09 2.96 1.37 
4 1.47 1.02 1.11 0.80 4.88 2.54 2.77 2.00 
5 1.41 0.94 0.97 0.80 4.37 2.35 2.44 1.99 
6 1.74 0.71 0.94 0.54 3.59 1.79 2.35 1.35 
7 1.25 0.60 0.78 0.91 4.21 1.50 1.94 2.26 
8 1.77 0.63 0.79 0.90 4.25 1.57 1.98 2.26 
9 1.78 0.75 1.04 0.91 5.19 1.87 2.60 2.28 
10 1.83 0.76 1.41 0.30 4.74 1.89 3.52 0.74 
11 1.61 0.75 1.41 0.30 4.73 1.89 3.52 0.74 
12 2.34 0.67 1.26 0.29 4.21 1.68 3.16 0.72 
13 1.70 0.67 0.89 0.90 4.66 1.67 2.23 2.26 
14 1.20 0.78 0.80 1.15 4.72 1.94 2.00 2.87 
15 1.27 0.97 0.73 1.40 5.18 2.43 1.83 3.50 
16 2.04 0.83 0.84 0.78 3.72 2.07 2.09 1.95 
17 1.93 0.62 0.78 0.53 3.12 1.55 1.95 1.32 
18 1.78 0.57 0.78 0.53 2.78 1.41 1.94 1.32 
19 2.59 0.78 0.83 0.78 3.38 1.94 2.08 1.96 
20 3.19 0.78 0.83 0.78 3.37 1.94 2.09 1.96 
21 1.98 0.64 0.91 0.54 3.28 1.60 2.29 1.35 
22 1.63 0.51 0.98 0.29 3.14 1.29 2.46 0.72 
23 1.46 0.68 1.11 0.33 3.91 1.71 2.77 0.83 
24 2.85 0.78 1.10 0.37 4.18 1.94 2.76 0.93 
25 2.99 0.75 1.02 0.37 3.85 1.88 2.56 0.93 
26 2.60 0.65 0.99 0.33 3.39 1.62 2.47 0.82 
27 2.29 0.64 0.96 0.33 3.30 1.60 2.41 0.82 
28 2.35 0.65 1.03 0.33 3.61 1.63 2.59 0.82 
29 1.98 0.75 1.05 0.37 3.98 1.87 2.62 0.93 
30 3.29 0.74 1.03 0.37 3.89 1.85 2.58 0.93 
31 3.19 0.73 0.96 0.37 3.58 1.82 2.41 0.93 
32 3.28 0.79 0.91 0.56 3.65 1.98 2.27 1.41 
33 1.79 0.78 0.72 1.14 4.52 1.96 1.79 2.85 
34 2.60 0.79 0.78 1.14 4.77 1.99 1.94 2.85 
35 3.27 0.59 0.75 0.90 4.07 1.49 1.86 2.26 
36 3.21 0.78 1.03 0.32 3.82 1.94 2.58 0.81 
37 2.30 1.09 1.13 0.36 4.82 2.71 2.83 0.90 
38 - - - - 5.27 3.01 2.94 1.01 
39 - - - - 5.49 2.54 2.22 2.46 
40 - - - - 5.15 2.22 2.08 2.47 
41 - - - - 5.28 2.25 2.15 2.47 
42 - - - - 4.62 2.32 2.72 1.04 
43 - - - - 4.09 1.89 2.68 0.93 
44 - - - - 4.68 2.30 2.89 0.93 
45 - - - - 5.19 2.69 3.06 0.92 
46 - - - - 5.25 2.64 3.23 1.16 
47 - - - - 4.59 2.10 3.18 1.06 
48 - - - - 3.68 1.46 2.97 0.97 
49 - - - - 4.50 2.20 3.25 1.15 
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Abstract 
 
 In our previous study, the Hii River, where contributes approximately 80% of the discharge 
flowing into Lake Shinji, was selected as a target watershed with a focus on land uses such as paddy 
fields, upland fields, residential areas, and forestry. Then we figured out that yields per unit area of 
SS, TN, and TP from upland areas were the greatest, whereas yields from forests were the lowest. 
However, forests were the largest contributor of them in the basin, because of its dominant land 
area. At that time, we dealt with forest as mixed forest in the analysis because of land use GIS data 
set that we used. Thus, we focused on forest this time and improved the GIS data set from one 
category of mixed forest to six categories of natural and artificial broadleaf forests, natural and 
artificial coniferous forests, mixed forest, and others. Also we focused on small watersheds around 
the lake along with Hii River basin to evaluate its influences against the water environment. 
Moreover, input data sets such as DEM, Soil, the number of weather station location, point source 
were improved for the analysis. Parameter values were calibrated at the outlet of the Hii River basin 
because of no observed data in small watersheds. As a result, SWAT could simulate fluctuations of 
discharge following precipitation pattern relatively well. But parameter values still need to be 
calibrated to get more accurate results for considering influence of small watersheds, and an impact 
of the watershed management, especially in artificial forest, against the lake water environment. 
 
 
Keywords: Hydrology, Land use, Brackish lake 
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Introduction 
 
Impact assessments of land-use change, population growth/decrease and watershed development 
to water quantity and quality are one of the most important topics in a basin. As well, integrated 
managements of water environment from a river basin to downstream such as a lake are also 
very important for conservation and sustainable use of its resources. In recent years, water 
quality in a lake has been tried to improve until under environmental standard by emission 
control of pollutant loads to a lake and rivers through putting an adequate sewage system in place 
and development of laws, though water quality in a lake does not been improved well as we 
expected. One of the reasons is considered to be pollutant loads discharged from non-point 
sources such as agricultural lands. When considering watershed management and improvement 
of water environment in a lake, both information of a lake and rivers will be necessary.  
 Many researchers study about water quality targeted at Lake Shinji and Lake 
Nakaumi ,where is located downstream of Lake Shinji, from several perspectives (e.g. Seike et 
al., 2006; Sakuno et al., 2003). As well, there are some studies targeted at Hii River where is the 
main river basin of Lake Shinji watershed (Takeda et al., 1996; Ishitobi et al., 1988). However, 
few studies have been done about runoff analysis and quantitative analysis of pollutant loads by 
a model in Lake Shinji watershed.  
 Thus, we applied the Soil and Water Assessment Tool (SWAT) to Lake Shinji watershed 
for obtaining information related to river basin hydrology and influence of the hydrology to the 
lake. Especially, we focused on small watersheds around the lake along with Hii River basin to 
evaluate its influences against the water environment. In this stage, we tried to create stream flow 
of small river basins inflowing Lake Shinji as a first step of evaluation of small watersheds 
against the lake water environment. 
 

Study Area 
 

The Lake Shinji is located in the eastern part of Shimane Prefecture, Japan (Fig.1). Its watershed 
has an area of approximately 1,194 km2 in this study. More than 20 rivers inflow to the lake. The 
largest contributor among them against ecosystems and the aquatic environment in the lake will 
be Hii River basin, because discharge from the Hii River contributes approximately 80 % of the 
discharge flowing into the lake. The length of the river from the source (Mt. Sentsu, 1,143m) to 
the Otsu river discharge observation station is approximately 63 km. Most of the Hii River basin 
is underlain by easily-weathered granite, and a large volume of sediment is provided from the 
upstream basin areas. In the lower reaches, the elevation of the riverbed is higher than that of the 
surrounding Izumo plains.  

 The Hii River flows into Lake Shinji and then to Lake Nakaumi, and is finally discharged 
into the Sea of Japan through the Sakai Channel. Lake Shinji is the third largest brackish water 
lake in Japan, with an area of 79.1 km2. Lakes Shinji and Nakaumi were designated as a Wetland 
of International Importance by the Ramsar Convention in November 2005. The average depth of 
Lake Shinji is low (4.5 m), and the salinity level is only one-tenth that of sea water. Salty water 
sometimes flows back into Lake Shinji from Lake Nakaumi, which has a salinity half that of sea 
water.  
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 Approximately 81 % of the watershed basin is forest, 13 % is occupied by paddy fields, 2 
% is devoted to upland crops, and 2.0 % is residential area. According to the Ministry of 
Agriculture, Forestry and Fisheries (http://www.maff.go.jp/index.html), 95 % of the forest in the 
basin is privately owned, and of that, 48 % is artificial plantation forest. In the artificial forest, 99 
% is coniferous.  

 During June and July, a stationary seasonal rain front forms over the district. This 
remains stationary for long periods, and often causes intense rain storms. Typhoons may 
approach the region in September, and these can cause extensive damage through strong winds 
and heavy rain. In winter, snow clouds form over the region and produce heavy snowfalls. In 
addition, winter precipitation tends to be higher than in other regions. The average annual 
precipitation varies from about 1,700 to 2,000 mm, and average annual maximum and minimum 
temperatures are 18 and 9 degrees C, respectively. 

 
Figure 1 Study Area 

Methodology 

Model Description 
SWAT has been widely applied for modeling watershed hydrology and simulating the movement 
of non-point source pollution. SWAT is a physically-based continuous time hydrologic model 
with an ArcView GIS interface. It was developed by the Blackland Research and Extension 
Center and the USDA-ARS (Arnold et al., 1998) to predict the impact of land management 
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practices on water, sediment, and agricultural chemical yields in large complex basins with 
varying soil types, land uses, and management conditions over long periods of time. The main 
driving force behind SWAT is the hydrological component. Hydrological processes are divided 
into two phases: 1) the land phase, which controls the amount of water, sediment, and nutrient 
loading in receiving waters; and 2) the water routing phase, which simulates movement through 
the channel network. SWAT delineates watersheds into sub-basins interconnected by a stream 
network, and each sub-basin is divided further into hydrologic response units (HRUs) based 
upon unique soil and land class characteristics, without any specified location in the sub-basin. 
Flow, sediment, and nutrient loading from each HRU in a sub-basin are summed, and the 
resulting loads are then routed through channels, ponds, and reservoirs to the watershed outlet 
(Arnold et al., 2001). The model includes a number of storage databases (i.e. soils, land cover/ 
plant growth, tillage, and fertilizer), which can be customized for an individual basin. A single 
growth model in SWAT is used for simulating all crops based on the simplification of the EPIC 
crop model (Williams et al., 1984). Phenological development of the crop is based on daily heat 
unit accumulation. The model can simulate up to 10 soil layers if sufficiently detailed 
information is available. SWAT provides useful information across a range of timescales (i.e. 
hourly, daily, monthly, and yearly time-steps; Neitsch et al., 2005). 
 

Input data description 

SWAT requires information for cropping systems, including tillage, irrigation, and the amount 
and timing of fertilizer application. Spatial data sets, including a digital elevation model (DEM) 
and GIS maps of land cover and soil, also need to be prepared. In addition, the model requires 
meteorological data such as daily precipitation, maximum and minimum air temperature, wind 
speed, relative humidity, and solar radiation data. Because there were some inconsistencies and 
missing climate data for the system evaluated in this study, the weather generator included in 
SWAT was used for filling in gaps in the measured climatic records. For the weather generator, 
we used climatic information statistically generated from 20 years data in and around the basin 
as input.  

 DEM data were prepared using a digital map 10-m grid (elevation) created from a 
1:25,000 topographic map published by the Geographical Survey Institute (GSI). Minimum 
DEM data resolution should range from 30 to 300 m for flow, sediment, NO3-N, and TP 
predictions (Cotter et al., 2003), and consequently the data comfortably satisfies the standard. 
 Land-use data were created from two data sets in this study. One is digital national 
information that identified categories such as paddy fields, non-paddy fields (upland fields and 
orchards), denuded land, forests and water. Another is prefectural information of varieties of tree 
species and its possession. The digital national information data was developed based on the 
1:25,000 topographic map and 1:100 subdivision plat data. The data were obtained from the 
National Land Information Office in the MLIT (http://nlftp.mlit.go.jp/) and from Shimane 
prefecture. Although the percentage of agricultural lands has been changing year by year, the 
value was treated as constant during the simulation period. 

 Soil data were obtained from the 1:500,000 Fundamental Land Classification Survey soil 
map prepared by the MLIT (http://tochi.mlit.go.jp/tockok/index.htm). Soils were categorized into 
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10 groups consisting of 14 soils: dystric rhegosols, fluvic gleysols, gleysols, haplic andosols, 
helvic acrisols, humic cambisols, lithosols, ochric cambisols, rhodic acrisols, and vitric andosols. 

 Meteorological data were obtained from two organizations. One is the Japan 
Meteorological Agency (JMA: http://www.jma.go.jp/jma/index.html), and another is Ministry of 
Land, Infrastructure, Transport and Tourism (MLIT). Data from JMA such as precipitation, 
temperature, wind speed, and actual sunshine duration were monitored by the Automated 
Meteorological Data Acquisition System (AMeDAS), which consists of about 1,300 stations for 
precipitation and 840 stations for other weather parameters spread around Japan. These data are 
made available to the public in near-real time (e.g., Japan Meteorological Agency, 2011). Data 
from MLIT was precipitation in / around the study area, and sixteen stations were selected for 
this analysis. Thus, data was used from twenty one precipitation gauges and three air temperature 
and wind speed gauges that were located in and around the basin, and also we used relative 
humidity data recorded at Matsue City, which is located approximately 30 km NE of the Hii 
River basin. Similarly, no stations within the basin collected solar radiation data. Therefore, the 
solar radiation data were developed using the Angstrom formula (FAO, 1998) based on data 
collected by Shimane University and actual sunshine duration in the basin. The latter data was 
obtained from the AMeDAS data base.  

 Discharge data were provided by the MLIT Izumo River Office. The data were monitored 
at Otsu outlet. 

       
Figure 2 Original Land-use GIS data (Left side) and improved one (Right side) 

 

Model performance evaluation 

SWAT was calibrated and validated using observed data. Initial assessment of the results was 
performed using graphical techniques, which provide a visual comparison of simulated and 
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observed constituent data and preliminary overview of the model performance (ASCE, 1993). 
The coefficient of determination (R2), Nash-Sutcliffe efficiency (NSE), root mean square error 
(RMSE) – observations standard deviation ratio (RSR), and percent bias (PBIAS) were then used 
to statistically evaluate the model performance.  

 The R2 value is an indicator of the strength of the relationship between the observed and 
simulated values. R2 ranges from zero to one, with a value of zero indicating no correlation and a 
value of one indicating that the predicted dispersion equals the measured dispersion (Krause et 
al., 2005). Gassman et al. (2007) reported that daily R2 statistics have been used in many 
previous SWAT studies.  

 The NSE value (Nash and Sutcliffe, 1970) indicates how well the plot of the observed 
values versus the simulated values fits the unit slope line. The NSE values range from –  ∞ to 
one, with values less than or close to zero indicating unacceptable or poor model performance, 
and a value of one representing a perfect match. The NSE value is calculated using the equation:  
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where n is the number of registered data, Yobs,i is the observed data at time i, Ycal,i is the 
simulated data, and Yobs_mean is the mean value of the observed data. 

 The RSR value is calculated as the ratio of the RMSE and the standard deviation of the 
measured data (Moriasi et al., 2007). An RSR value incorporates the benefits of error index 
statistics and includes a scaling/ normalization factor. RSR varies from the optimal value of zero, 
which indicates zero RMSE or residual variation, to a large positive value (Moriasi et al., 2007). 
RSR is calculated using the equation: 
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where n is the number of registered data, Yobs,i is the observed data at time i, Ycal,i is the 
simulated data, and Yobs_mean is the mean value of the observed data. 

 The PBIAS is used to determine if the average tendency of the simulated data is larger or 
smaller than their observed counterparts (Gupta et al., 1999). The optimal value of PBIAS is zero, 
with low-magnitude values indicating accurate model simulation. Positive values indicate model 
underestimation bias, while negative values indicate model overestimation bias (Gupta et al., 
1999). The PBIAS is calculated using the equation: 
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where n is the number of registered data, Yobs,i is the observed data at time i, and Ycal,i is the 
simulated data. 

 Moriasi et al. (2007) developed model evaluation guidelines using systematic 
quantification of accuracy in watershed simulations, and suggested that a model simulation could 
be judged as “satisfactory” if NSE > 0.5, RSR ≤ 0.70, and the PBIAS is ± 25 % for stream flow.  
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Results and Discussions 

Reproducibility of stream flow 

In this study, SWAT was applied to Lake Shinji watershed for the period from 1985 to 2011. The 
watershed was divided into sixty four sub-basins in the model setup. The SWAT parameters 
were calibrated for 10 years from 1988 to 1997, and validated for another 14 years from 1998 to 
2011, using flow data record at Otsu outlet, where is the main river basin in the watershed, and 
model parameters are not calibrated at other outlet of small river basins because of no observed 
data. The first three years (1985 to 1987) were used as a warm-up period for the model. 
Sensitivity analysis of model parameters was carried out as a first step of the model simulation. 
Parameters such as CN2, ESCO, CANMX, SOL_AWC, and BLAI had high ranking of 
sensitivity in the model. Alpha_BF parameter values in Hii River basin were determined by 
using the Baseflow Filter Program proposed by Arnold and Allen (1999). The simulated and 
observed statistics of flow were shown in Table 1. The calibration procedures formulated consist 
of finding the most appropriate parameters for hydrologic routing model component. 

Table 1 Statistical evaluations of the model performance 

 
Calibration 
1988-1997 

Validation 
1998-2011 

NSE 0.64 0.51 

R2 0.75 0.65 

RSR 0.60 0.70 

PBIAS 15 18 

 Simulated and observed discharge on monthly time step is reported in Figure 3. The 
dotted line is observed flow and solid line is simulated flow. It was considered that the both 
results of calibration and validation were represented fluctuations of discharge relatively well, 
though some peaks were underestimated.  
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Figure 3 Simulated and observed discharges in a monthly time step 
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Simulated flow discharges from small river basins 

After calibration and validation of the model parameter values at Otsu outlet, some of the small 
river basins were selected for further analysis. We have selected these small river basins from an 
aspect of easy access in field investigation. Observed data for flow and water quality of these 
small rivers have not been found yet at this moment because of no monitoring stations by city or 
town in the basins. The averaged annual volumes of water per area flowing Lake Shinji are of 
similar magnitude among the river basins which changes from 9.7 (Subbasin 14) to 15.4 (Hii 
River, 43), and average 12.1 m3/km2, though total volume of water from Hii River is the largest 
in the watershed. It is understandable because the volume of flow discharge is depending on the 
amount of precipitation in the area and it is of similar amount of precipitation in lower part of the 
watershed around the lake. For more accuracy, it is very important to obtain observed data to 
calibrate model parameter values of small river basins as a next step. 
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Figure 4 Simulated flow discharges from small rivers to Lake Shinji 

 
 By using these simulated flow information, preliminary calculation of averaged annual 
TN and TP loads from small rivers to Lake Shinji was examined (Figure 5). Water quality data 
were measured by our laboratory for just only eight month from May to December in 2011. 
From this estimation, we briefly found that averaged annual TN loads per area varied from 0.70 
(Subbasin 34) to 2.2 tons /km2 (Subbasin 6) and subbasins No. 2, 6, 8, 13 showed higher values 
in the watershed. As well, averaged annual TP loads per area varied from 0.043 (Hii River) to 
0.33 tons /km2 (Subbasin 6) and subbasins No. 6, 8, 13 showed higher values in the watershed. 
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Among the river basins, percentage of residential area is small and varied from 0.4 (Subbasin 13) 
to 4.9 % (Subbasin 34). Major land use is forest and varied from 70 (Subbasin 6) to 86 % 
(Subbasin 33). The second major land use is agriculture and varied from 11 (Subbasin 34) to 
26 % (Subbasin 6). From the aspects of land use percentage and averaged annual nutrient loads, 
it is considered that river basins with high percentage of agricultural area shows higher load 
discharges per area. Also it is found that small river basins located in northern part of Lake Shinji 
shows higher load discharges per area than these in southern part of them.  
 In addition, annual total loads of TN and TP in the selected small river basins (10 
subbasins except No 43) are 86 tons/year and 8 tons/year, respectively, and these values occupy 
about 10 % of TN and 20 % of TP of annual total loads from Hii River basin (Subbasin 43). It 
means that total load discharges from small river basins are relatively large though each load 
discharge from a small river basin is small. Thus, it is very important to evaluate an impact of 
small river basins against water environment of Lake Shinji along with consideration of Hii 
River basin. 
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Figure 5 Preliminary calculation of averaged annual TN and TP loads from small rivers to Lake 

Shinji (tons/km2) 

Conclusion 
Now we are trying to evaluate discharges of flow and nutrient loads from small river basins 
around Lake Shinji for considering conservation ways of water environment in the lake. 
Generally, larger rivers are paid attention for considering them because of their larger influences 
against water environment in the watershed, and smaller river basins are tend to be ignored 
because of less monitoring data and its impact. In this study, we found that total loads from small 
river basins may have large influences in total, though Hii River basin still has a larger impact to 
the lake. By accurate evaluation of impact of river basins against downstream lake water 
environment, it is considered that discussions for improving of water environment and 
sustainable use of its resources will go forward. 
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Abstract 

 
Surface runoff estimation in SWAT model is based on the SCS Curve Number (CN) method, with an 
option of choosing either a soil moisture-based or an evapotranspiration-based approach. The 
current application of CN method in SWAT does not accommodate the antecedent soil moisture 
storage directly into the runoff formulation, thereby leaving the implicit soil moisture accounting 
(SMA) of original CN method unutilized. Moreover, within a continuous watershed model, runoff 
estimation method should be valid not only at the end of a storm but also at any instant during the 
storm; again, the fraction of rainfall getting transformed into runoff should depend on the current 
moisture condition of soil profile along with the initial condition resulted from previous modeling time-
step. Re-conceptualizing these theoretical inconsistencies, the CN method in SWAT is modified by 
deriving runoff volume as a derivative of time, with incorporation of four concurrent initial conditions 
based on a soil moisture storage threshold for runoff to occur. Both the modified and the default 
SWAT models are tested over two U.S. watersheds having different landuse characteristics. The 
HRU-level hydrologic outputs such as the surface runoff from the modified CN method are found 
lower compared to that from the current method invariably for landuse types, which are identified to 
have been attributed with an elevated soil moisture and evapotranspiration level. Consequently, total 
streamflow gets slightly underestimated by the modified method particularly at high flow conditions. 
However, pattern of these changes are reasonably consistent between both the watersheds.   
 
 
Keywords: CN Method, Runoff, Soil Moisture Accounting, SWAT  
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Introduction 
 
Transformation of rainfall into surface runoff is dynamic and complex. A realistic representation 
of this process plays crucial role in predicting major hydrologic components under the auspices 
of a physically-based hydrologic model. Numerous watershed models of varying complexity 
exist in literature. In many of these, Soil Conservation Service Curve Number (SCS-CN) has 
been used as a rainfall-runoff sub-model [e.g. EPIC (USDA, 1990); HELP (Schroeder et al., 
1994); L-THIA (Harbor, 1994); PRZM (Carsel et al., 1997); APEX (Williams et al. 2000); 
SWIM (Krysanova et al., 2000); CELTHYM (Choi et al., 2002); SWAT (Arnold et al., 2011)]. 
The versatility of CN method lies on its simplicity, replicable structure, and capacity of 
accounting several runoff producing watershed characteristics, such as soil type and antecedent 
moisture condition (Chung et al., 2010; Geetha et al., 2007). Despite its versatility in 
representing watershed characteristics, the CN method suffers from several structural 
inconsistencies that need to be addressed for applying in continuous hydrologic simulations.  
 
As of its first limitation from Soil Moisture Accounting (SMA) perspective, the CN method 
computes surface runoff using only the total rainfall on a given day as the primary driving factor, 
without directly considering how much water is stored in the soil profile prior to the storm. 
Secondly, SCS-CN is originally designed as an event-based method having no expression of time 
inside its equation, which is essential for its application in a continuous hydrologic model. 
Accordingly, there have been limited attempts to refurbish a sound SMA procedure into CN 
methodology. Among the noteworthy, Williams and LaSeur (1976) were perhaps the first to 
attempt an SMA by computing rainfall excess using the antecedent 5-day rainfall-dependent CN 
values. An arbitrary fixation of maximum soil profile storage to 20 inches was the major 
weakness of that modified model (Williams et al. 2012; Mishra and Singh, 2004). Hawkins 
(1978) tried to overcome this limitation by relating evapotranspiration (ET) with CN and varying 
storage form 0 to ∞, with a notion that soil profile never depletes fully out of moisture. Mishra et 
al. (2003) differentiated between static and dynamic infiltration and incorporated the static part 
into the runoff equation as a loss factor along with the antecedent soil moisture amount. A 
different theory was given by Williams et al. (2000) who related retention parameter S with soil 
moisture depletion rather than available storage; later this was tested in SWAT both by Kannan 
et al. (2008) and Williams et al. (2012). 
 
Out of all these modifications, the hypothesis proposed by Michel et al. (2005) is considered to 
be the most consistent from SMA standpoint because it counteracted both the aforesaid 
limitations. The SMA procedure adopted by Michel et. al. is based on a perception that the 
fraction of rainfall to be converted into runoff is directly proportional to the current moisture 
store level. Also, the runoff equations are re-derived as a function of time, validating CN to be 
applicable in a continuous model not only at the end of a storm but also at any instant during the 
storm. Some of the recent works by Jain et al. (2012), Durbude et al. (2011) and Sahu et al. 
(2007)  mostly re-conceptualized the model proposed by Michel et al. 
 
SWAT, as a physically-based long term hydrologic simulation model, has its own SMA 
procedure. The current version of SWAT computes runoff either by CN or Green-Ampt method. 
While using the CN method, the users have to choose from two approaches for computing S, 
including i) the conventional method based on soil profile water content, and ii) an alternative 
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method based on potential ET (Neitsch et al., 2011). In the conventional method, S is derived as 
a function of soil profile water content, potential maximum retention, soil's field capacity and 
saturation point (Williams et al., 2012; Neitsch et al., 2011; Williams et al., 1984). Thus, 
SWAT's underlying SMA is confined only for calculating retention parameter and thereby 
updating CN in every time step. In this study, the SMA-based CN approach hypothesized by 
Michel et al. (2005) is incorporated within SWAT's existing model-structure, with a view to 
identify potential changes in hydrologic components compared to SWAT's conventional CN 
method in a watershed scale hydrologic simulation. 

 
Incorporating SMA-based CN Equations in SWAT 

 
Michel's Hypothesis 
 
SCS-CN method consists of the water balance equation and two fundamental hypotheses (Jain et 
al., 2012), which can be expressed, respectively, as follows: 
 
 𝑃 = 𝐼𝑎 + 𝐹 + 𝑄;  
 
𝑄

𝑃 − 𝐼𝑎
=  

𝐹
𝑆 

;   𝐼𝑎 =  𝜆𝑆 
 
here P = total precipitation, Ia = initial abstraction, F = cumulative infiltration, Q = direct runoff, 
S = potential maximum retention, and  λ = abstraction coefficient (generally taken as 0.2). All the 
variables here except λ are dimensional [L] quantities. A combination of these equations leads to 
the popular form of the existing CN method: 
 

𝑄 =  
( 𝑃 −  𝐼𝑎)2

𝑃 −  𝐼𝑎 +  𝑆
 𝑖𝑓 𝑃 >  𝐼𝑎 or 0 otherwise 

 
Thus, CN method calculates accumulated runoff Q corresponding to accumulated rainfall P 
during a rainfall event. But, in case of continuous simulations, a storm event could have ended at 
an earlier time or one event can get separated into several events depending on the chosen time-
threshold. Accordingly, Michel et al. (2005) denoted that if the CN method is to be used within a 
continuous watershed model, it cannot be restricted to the accumulated storm water depths; 
hence, rainfall and runoff were considered as 'rate' in terms of dP/dt and dQ/dt respectively, t 
being the time. 
 
Now, ideally a soil profile store would absorb that part of the rainfall which is not transformed 
into runoff (P-Q) by the basic CN equation. This can be attributed to an SMA notion that higher 
the moisture store level, higher the fraction of rainfall that is converted into runoff. If the 
moisture store level is full, all the rainfall will become runoff.  
 
On the basis of this hypothesis, following equations were provided: 
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𝑉 −  𝑉𝑜 =  𝑃 − 𝑄 
 

𝑉 =  𝑉𝑜 +  𝑃 −  𝑄 
 
where V0 = soil moisture store level at the beginning of the rainfall event (start of the simulation 
time-step), P = accumulated rainfall at time t along a storm, Q = accumulated runoff at time t 
along a storm, and V = soil moisture store level at time t, i.e. when the accumulated rainfall is 
equal to P. Obviously, 𝑑𝑉/𝑑𝑡 = 𝑑/𝑑𝑡 (P - Q) and with that, re-deriving the equations will lead to 
the following: 
 
𝑑𝑄
𝑑𝑡

 =  
𝑑𝑃
𝑑𝑡

 
𝑉 −  (𝑉𝑜 +  𝐼𝑎)

𝑆
 �2 −  

𝑉 −  (𝑉𝑜 +  𝐼𝑎)
𝑆

�  𝑖𝑓 𝑉 >  𝑉𝑜 +  𝐼𝑎 

 
𝑑𝑄
𝑑𝑡

 =  0 otherwise 
 
As such, the new SMA-based CN equation possesses a different threshold quantity for runoff to 
occur, which is (𝑉𝑜 +  𝐼𝑎) other than only Ia as in the original equation. Michel et al. (2005) 
defined the new threshold (𝑉𝑜 +  𝐼𝑎) as 'Sa' and derived the following equations based on four 
different incident conditions: 
 

𝐼𝑓 𝑉𝑜 +  𝑃 ≤  𝑆𝑎 , 𝑡ℎ𝑒𝑛 𝑄 =  0 
 

𝐼𝑓 𝑉𝑜 <  𝑆𝑎 and 𝑉𝑜 +  𝑃 >  𝑆𝑎, 𝑡ℎ𝑒𝑛 𝑄 =  
(𝑃 +  𝑉𝑜 −  𝑆𝑎)2

(𝑃 +  𝑉𝑜 −  𝑆𝑎 +  𝑆)
 

 

𝐼𝑓 𝑆𝑎 ≤  𝑉𝑜 <  (𝑆𝑎 +  𝑆), 𝑡ℎ𝑒𝑛 𝑄 =  𝑃 �1 −  
(𝑆 +  𝑆𝑎 −  𝑉𝑜)2

𝑆2  +  (𝑆 +  𝑆𝑎 −  𝑉𝑜)𝑃
� 

 
𝐼𝑓 𝑉𝑜 =  (𝑆𝑎 +  𝑆), 𝑡ℎ𝑒𝑛 𝑄 =  𝑃 

 

SMA Coding in SWAT  
 
SWAT model is available in two formats, one is in ArcGIS interface and other is the Fortran 
source codes. The framework of the model is divided into a sub-routine call structure within 
which different parts of the model are accommodated. With a view to modify the runoff 
estimation method based on the discussed SMA procedure, the sub-routine for computing 
retention parameter and curve number at individual time-steps is kept unaltered; only the specific 
sub-routine containing runoff equations is extracted and re-coded. Then the edited sub-routine is 
compiled with the rest of the SWAT code to get a new executable file. The code modification 
and subsequent model compilation is done over the downloaded SWAT 2009 source codes by a 
Visual Fortran compiler. 
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Study Area and Data Requirements 
 
In order to compare between the modified and the conventional CN-based runoff estimation 
methods, two U.S. watersheds have been selected for inclusion in this study. These include: (i) 
Lake Erie basin having 270 mi2 drainage area with outlet at Cedar Creek near Cedarville, IN 
(USGS gauge ID 04180000) and (ii) White river basin having 1635 mi2 drainage area with outlet 
at White river in Indianapolis, IN (USGS gauge ID 03353000). Both the watersheds are mostly 
agricultural, though significant difference lies in the forest and developed portion. According to 
USGS-NLCD (2006), Cedar Creek has 15% forest and 11% developed area, for White River 
these proportions are 6% and 26% respectively. Figure 1 shows the study areas in relative 
positions within the Indiana state boundary. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Study areas: Cedar Creek (top) and White River watershed (bottom) with selected rain 
gauges and USGS outlet locations, Indiana, USA 
 
The geospatial data that were used in this study include: (1) 30 meter resolution 1 arc second 
Digital Elevation Model (DEM) from USGS National Elevation Dataset in pre-packaged arc-grid 
format (USGS-NED, 2013), (2) 30 meter resolution National Land Cover Dataset 2006 (USGS-
NLCD, 2006), and (3) 1:250,000 scale State Soil Geographic Data (STATSGO) available in 
SWAT 2009 database. The time series precipitation records were obtained from National 
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Climatic Data Center (NCDC) available at http:// http://www.ncdc.noaa.gov/cdo-web. 
Temperature and other related climatic components were generated through internal weather 
generator within the SWAT model. The simulation period for this study is from 2009 to 2011 
based on daily time-step. 

 
Results 
 
Watershed’s hydrologic components such as the surface runoff, total streamflow, potential and 
actual evapotranspiration, soil profile water content etc. are compared using the uncalibrated 
outputs from both the SWAT's default CN based method and the newly coded SMA technique at 
daily time step. Except the total streamflow at the watershed outlet, all other components are 
analyzed at HRU level. Eventually, some significant changes have been detected out of the 
comparison; the extent of changes were different for different landuse types. 
 
1. Lowered Runoff and Streamflow: In case of surface runoff (SURQ), SMA based values are 
mostly underestimated compared to those of original CN based method. Figure 2 shows the 
runoff hydrographs in case of forested and developed HRUs for Cedar Creek and White River, 
respectively. The hydrographs comprise area-weighted HRU-average runoff volume in 
individual time-steps (each day), being segregated for different landuse types. Here, the 
difference shown by the SMA based method is more prominent in case of urban areas (Figure 2 
(b)), while for forested or agricultural areas the differences are generally quite small. The overall 
lowering of SURQ by the modified method is rather a desired outcome with respect to Williams 
et al. (2012), Neitsch et al. (2011) and Kannan et al. (2008), who noted the over-estimating 
tendency of SWAT’s conventional CN method. 
 

In connection with the HRU-level lower runoff responses, total streamflow simulated by the 
modified method is also smaller specifically at the high flow conditions (not shown here), while 
for low flows the difference is negligible. 
 
2. Changes in Profile Soil Moisture Content: Figure 3 separately shows the area-weighted 
HRU-average daily soil profile water content (SW) for three different LU types, along with the 
respective difference between the two methods. Based on simulation results, following change 
patterns have been identified: 
 
i) SW can be higher for the SMA based CN method; the difference being quite prominent in 
agricultural HRUs (Figure 3(a)). 

 

ii) A specific temporal trend is detected from HRU-level analysis of SW profile in both the study 
watersheds. For all three landuse cases, the calculated difference between the conventional and 
newly coded SMA method becomes considerably larger in summer (5-10 mm). For agricultural 
areas, this difference is found to have exceeded 20 mm when the results are compared separately 
at individual HRU-scale. Such variation in the predicted daily SW value is very significant 
considering the amount of average daily rainfall over the watersheds. In case of forested and 
developed HRUs (Figure 3(b) and (c)), both the methods mostly exhibit identical SW profile (i.e. 
minimal difference) except in summer. Generally, this particular temporal pattern is consistent in 
the watershed-average SW profile as a whole (not shown here). 
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(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) 
Figure 2. Comparison of uncalibrated HRU-level surface runoff between SMA and Original 
CN-based methods: (a) forested landuse (Cedar Creek), (b) developed landuse (White River). 
 
3. Increased ET and Conservation of Daily Water Balance: The reduced surface runoff and 
streamflow simulated by the modified method should have increased the sub-surface components 
including SW. Figure 4 shows the HRU-averaged actual ET for Cedar Creek watershed, showing 
higher amounts by the modified method particularly in summer days. The scenario is similar for 
White River as well. Therefore, the lesser SW as shown in Figure 3 is resulted from the 
increased ET in the SMA technique. However, Total Potential Evapotranspiration (PET) remains 
the same in both methods. 
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Subsequently, the ground water components, e.g. percolation, shallow aquifer storage and 
baseflow contribution get lowered in the modified method. As a validation step, the daily water 
balance is calculated in individual HRU-level following: SW (end of day) = SW (start of day) + 
Rainfall + Snow Melt – ET – Surface Runoff - Percolation; the net balance produces nearly 
perfect correlation between the two methods having R2 ≈ 1 for all HRUs.    
 

 
 (a) 

 

 
(b) 

 
 

(c) 
 

Figure 3. Area-weighted HRU-average soil profile water content with respective calculated 
difference (change = SMA method - Conventional Method): (a) agricultural landuse (Cedar 
Creek), (b) forested landuse (Cedar Creek), (c) developed landuse (White River). Patterns shown 
here are consistent in individual HRUs of particular LU types, as well as in watershed-scale.  
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9 

 
Figure 4. Comparison of HRU-averaged Actual ET by original and SMA-based CN method in 
Cedar Creek watershed.  
 

Summary and Future Work 
In this study, a modified CN method is incorporated into existing SWAT source code which is 
more realistic from soil moisture accounting standpoint. Some of the structural inconsistencies of 
the original CN method have also been highlighted focusing onto its application in continuous 
hydrologic models. Simulation results for individual HRUs reveal lowering of surface runoff 
with higher soil moisture by the SMA technique compared to the conventional model. The 
increase in soil moisture along with other related ground water components as resulted from the 
modified model has found to have been attributed with a higher ET. Importantly, the calculated 
HRU-level daily net water balance has turned out to be almost same in both cases. 
 

In addition to the major hydrologic components discussed in this study, tracking of additional 
variables can lead to a better understanding of the underlying processes that are causing the 
newly incorporated SMA technique to produce different results from SWAT's default CN 
method. Variables like the canopy storage, potential maximum moisture retention, and actual soil 
evaporation are likely to become decisive at this stage. Furthermore, vigorous experimentations 
are necessary for validating the modified SWAT model under heterogeneous scenarios of diverse 
landuse and soil characteristics, irrigation and tile drainage, cropping pattern, water quality 
perspective, and climatic change.     
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Usage of Biofuel to Mitigate the Current Environmental 
Impact of Aviation 

 
Shine Jude Hamilton Antony 
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Abstract 

                  Aviation biofuel is a biofuel used for aircraft. Aviation biofuel is widely considered by 
the aviation industry to be one of the primary means by which the industry can reduce its carbon 
footprint. To Overcome the problems of fuel scarce and rapid increase in fuel cost and also to 
reduce increasing air pollution due to larger number of Civilian Aircrafts, more improvements 
have been made by using Bio-fuel  blend 20 i.e., purified Jatropha seed oil 20% by volume and 
Jet A 80%-(HIGHLY PURIFIED KEROSENSE) by volume mixture) for Turbine powered 
Engines; and the results obtained were good due to significant environmental and economical 
benefits. 

 The fuel mixture blend 24 reduces the emissions by Carbon dioxide(80% compared to 
Jet A), Water Vapour(H2O),Nitric Oxide(NO) and Nitrogen Oxide(NO2). It can extend the life of 
Turbine engine and also be used as a fuel lubricity, additive in Jet A fuel. It results in a slight 
drop in fuel economy. It can be used in any turbine engines of aircraft and no modification to the 
engine and fuel system. It is an alternative fuel and provides a domestic renewable energy 
supply. Jatropha, one source of Potential biofuels, estimated using it could reduce green house 
gas emissions by up to 85%. The most effective way to decrease a carbon footprint is to 
decrease the dependence on carbon emitting fuels and to increase the dependence on biofuels. 
It is found that renewable energy supply fuels is responsible for less Co2 than fossil fuel 
generation. 

Keywords: Alternative fuels, Biofuel, Biofuel Blend(B20), Jatropha Seed Oil, Jatropha seed oil, 
Special Pretreatment technology, Methanol, Free fatty acids, emissions, renewable energy, fuel 
lubricity additive fuel economy. 
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Environmental Impacts 

The contribution of civil air craft – in flights to global Co2 emissions has been estimated at 

around 2%. Like all human activities involving combustion, most forms of aviation release 

carbon dioxide (CO2) and other greenhouse gases into the Earth's atmosphere, contributing to the 

acceleration of global warming and (in the case of CO2) ocean acidification However, in the case 

of high altitude airlines frequent by the near stratosphere, non-CO2 altitude-sensitive effects may 

increase the total impact on anthropogenic (human-made) climate change significantly.  

Pollutants Affecting the Atmosphere: 

Subsonic aircraft-in-flight contribute to climate change in four ways: 

Carbon dioxide (CO2) 
CO2 emissions from aircraft-in-flight are the most significant and best understood 

element of aviation's total contribution to climate change. The level and effects of CO2 emissions 

are currently believed to be broadly the same regardless of altitude (i.e. they have the same 

atmospheric effects as ground based emissions). In 1992, emissions of CO2 from aircraft were 

estimated at around 2% of all such anthropogenic emissions, and that year the atmospheric 

concentration of CO2 attributable to aviation was around 1% of the total anthropogenic increase 

since the industrial revolution, having accumulated primarily over just the last 50 years.  

Oxides of Nitrogen (NOx) 
At the high altitudes flown by large jet airliners around the tropopause, emissions of NOx 

are particularly effective in forming ozone (O3) in the upper troposphere. High altitude (8-13km) 

NOx emissions result in greater concentrations of O3 than surface NOx emissions, and these in 

turn have a greater global warming effect. The effect of O3 concentrations are regional and local 

(as opposed to CO2 emissions, which are global). 

NOx emissions also reduce ambient levels of methane, another greenhouse gas, resulting 

in a climate cooling effect. But this effect does not offset the O3 forming effect of NOx 
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http://en.wikipedia.org/wiki/Carbon_dioxide
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emissions. It is now believed that aircraft sulfur and water emissions in the stratosphere tend to 

deplete O3, partially offsetting the NOx-induced O3 increases. These effects have not been 

quantified. This problem does not apply to aircraft that fly lower in the troposphere, such as light 

aircraft or many commuter aircraft. 

Water Vapour (H2O) 
One of the products of burning hydrocarbons in oxygen is water vapour, a greenhouse 

gas. Water vapour produced by aircraft engines at high altitude, under certain atmospheric 

conditions, condenses into droplets to form Condensation trails, or contrails. Contrails are visible 

line clouds that form in cold, humid atmospheres and are thought to have a global warming 

effect (though one less significant than either CO2 emissions or NOx induced effects) SPM-2. 

Contrails are extremely rare from lower-altitude aircraft, or from propeller-driven aircraft or 

rotorcraft. 

Cirrus clouds have been observed to develop after the persistent formation of contrails 

and have been found to have a global warming effect over-and-above that of contrail formation 

alone. There is a degree of scientific uncertainty about the contribution of contrail and cirrus 

cloud formation to global warming and attempts to estimate aviation's overall climate change 

contribution do not tend to include its effects on cirrus cloud enhancement.  

Particulates 
Least significant is the release of soot and sulfate particles. Soot absorbs heat and has a 

warming effect; sulfate particles reflect radiation and have a small cooling effect. In addition, 

they can influence the formation and properties of clouds. All aircraft powered by combustion 

will release some amount of soot. 

 

Reducing Environmental Impact of Aviation 
Aviation biofuel is widely considered by the aviation industry to be one of the primary 

means by which the industry can reduce its carbon foot print. 

 Currently aviation represents 2% of global emissions, but is expected to grow to 3% by 

2050. 
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 Jatropha, one source of Potential biofuels, estimated using its could reduce green house 

gas emissions by up to 85%. Biofuel do not contain sulfur compounds and thus do not emit 

sulfur dioxide. 

 The most effective way to decrease a carbon footprint is to decrease the dependence on 

carbon emitting fuels and to increase the dependence on biofuels. It is found that renewable 

energy supply fuels is responsible for less Co2 than fossil fuel generation. 

 In addition to increase market advantage and differentiation eco efficiency can also help 

to reduce costs where alternative energy system. 

By developing technological solutions to reduce carbon emissions such as innovative air 

craft design or commercially viable and truly sustainable alternative fuels.  

 By using a biofuel demonstration with boeing during  2008 and this was a world first 

flight using biofuel by a commercial airline. 

 

Year Airline Aircraft Biofuel Blend 

 

Dec 2008 

 

Air New 

Zealand 

 

Boeing 747 

 

Jatropha 

successfully 

completed on 30 

December 2008. 

The engine was 

then removed to 

be scrutinised 

and studied to 

identify any 

differences 

between the 

Jatropha blend 

and regular Jet 

http://en.wikipedia.org/wiki/Air_New_Zealand
http://en.wikipedia.org/wiki/Air_New_Zealand
http://en.wikipedia.org/wiki/Boeing_747-400
http://en.wikipedia.org/wiki/Jatropha


A1. No effects 

to performances 

were found. 
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and jatropha oil 

 

 

Air China 

 

 

Jatropha 

Air China flew 
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flight using 

aviationbiofuels. 

The flight was 

conducted using 

Chinese grown 

jatropha oil from 

PetroChina.  

 

 

Interjet 
 

 

Jatropha 

Flight was 

powered by 27% 

jatropha 

between Mexico 

City and Tuxtla 

 

 

Air Mexico 

 

 

Jatropha 

Air mexico flew 

the world's first 

trans-Atlantic 

revenue flight, 

from Mexico 

City to Madrid 

with passengers 

 

Materials and Methods 
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It is significant to point out that, the non-edible vegetable oil of Jatrophacarcus has the requisite 
potential of providing a commercially viable alternative to Jet A fuel, since it has desirable 
physio chemical and performance characteristics comparable to Jet A. The comparison of 
properties of Jatropha oil and standard specifications of Jet A are shown in Table I 

Table I 

Specification Standard specification of 
Jatropha oil 

Standard specification of Jet 
Fuel A 

Specific gravity 0.91 0.74-0.84 
Flashpoint 110°c >60°c 

Carbon residue 0.64 0.1 to over 30% 
Cetane value 51 40-50  

Distillation point 295°c 176°c 
Kinematic Viscosity 50.73 cs 7.9 cs 

Sulphur % 0.13% 0.25% 
Calorific Value 9470 kcal/kg 10400 kcal/kg 

Fuel Freezing Point for Jet A 2°c -40°c 
 

Experiments were conducted using the above blend on different Aero engines and finally  the 
result obtained by using the blend  mixture B20 was some what good due to significant 
environmental benefits and also results in a slight drop in fuel economy. 

 

JATROPHA PLANT WITH FRUITS 

 

 

 



JATROPHA SEED AND OIL 

   
 

 

 

 

 

 

 

Analysis  of  
the  Jatropha seed 

shown 
following chemical composition 

TABLE II 

Moisture   6.20% 

Protein  18.00% 

Fat  38.00% 

Carbohydrates 17.00% 

Fiber  15.50% 

Ash  5.30% 

 Oil Content 33-40% 

  Saponification Value Very High 

 

The Jatropha seeds are dried thoroughly and then by using Rotary oil extractor, the oil is being 
extracted, then the oils and fats are filtered and pre-processed to remove water and contaminants. 
If free fatty acids are present, they can be removed in to bio fuel using special pretreatment 
technologies, for every 3 kg of seeds, 1kg of oil will be extracted. The pretreated oils and fats are 



then mixed with methanol and NaOH used as a catalyst. The Oil molecules are broken reformed 
in to methylesters and glycerol, which are then separated from each and purified.  

The purified oil named as Biofuel refers to the pure fuel before blending with Jet A fuel. Finally 
20% of volume of pure fuel of Biofuel mixed with 80% by volume of Jet A fuel and named as 
biofuel blend B20. 

Results and Discussions 

Jatropha, one source of Potential biofuels, estimated using it could reduce green house gas 

emissions by up to 85%. The most effective way to decrease a carbon footprint is to decrease the 

dependence on carbon emitting fuels and to increase the dependence on biofuels. It is found that 

renewable energy supply fuels is responsible for less Co2 than fossil fuel generation. 

Using Biofuel mixed as blend with Jet A fuel  and bio fuel blends are denoted as ‘BXX’ with 

‘XX’ representing the percentage of biofuel contained in the blend as follows 

 

Name of Blend % of Biofuel(Purified 
Jatropha seed oil) by volume 

% of  Jet A by volume 

B10 10 90 
B15 15 85 
B20 20 80 
B25 25 75 
B30 30 70 
 

Conclusion 
To overcome the problems of fuel scarce and rapid increase in fuel cost and also to reduce 
increasing air pollution due to large number of aircraft, more improvements have been made by 
using Biofuel blend 20 purified Jatropha seed oil 20% by volume and Jet A 80% by volume 
mixture for Turbine engines; and the results obtained were good due to significant environmental 
and economic benefits. 

The fuel mixture blend 20 reduces the emissions by carbon monoxide, carbon dioxide (75% 
compared to Jet A fuel), Nitrous Oxide and Sulphur dioxide. 

It can extend the life of turbine engines and also it results in a slight drop in fuel economy. 



It can be used in any turbine engines of aircraft and no modification to the engine and fuel 
systems. 

It is an alternative fuel and provides a domestic renewable energy supply. 
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Abstract 
Methodologies to link edge-of-field observations to stream loadings need to be developed to 
integrate what we know of soil and water quality at the field scale to watersheds and river basins. 
The Soil and Water Assessment Tool (SWAT) can be used to scale up results obtained at the field 
scale with the Agricultural Policy Environmental eXtender (APEX). The APEX and SWAT models are 
particularly well adapted to this integration because they belong to the same family of models and 
have many common input parameters. However, they are not identical and the differences need to 
be recognized before both models can be used jointly. For example, while runoff can be calculated 
with the Curve Number method in both models, calculation of the soil water retention parameter is 
different and leads to different curve numbers, and thus runoff. Similarly, both models can use the 
MUSLE equation to calculate sediment loss but the equations used to calculate peak runoff rate 
differ. This paper reviews some differences in algorithm and parameterization between APEX and 
SWAT. Since APEX parameterization is more flexible, we define how it can be parameterized so that 
it becomes equivalent to SWAT, whenever possible. Differences were identified in how APEX and 
SWAT calculate runoff, potential evapotranspiration, peak runoff rate, harvest index, and transfer 
between the phosphorus pools. When parameterization does not take these differences into account, 
the models do result in different values of output variables. This analysis will help model users 
separate the model effects from true scale effects when parameterizing these models, and 
interpreting their results. 

Keywords: APEX, SWAT, parameterization.  
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Introduction 
 
Methodologies to link edge-of-field observations to stream loadings need to be developed to 
integrate what we know of soil and water quality at the field scale to watersheds and river basins. 
The Soil and Water Assessment Tool (SWAT, Gassman et al., 2007) can be used to scale up 
results obtained at the field scale with the Agricultural Policy Environmental eXtender (APEX, 
Gassman et al., 2010). The APEX and SWAT models are particularly well adapted to this 
integration because they belong to the same family of models and have many common input 
parameters. APEX provides a higher degree of computation, and the ability to simulate processes 
that are not so well simulated in SWAT. For example, APEX can be used to assess the effect of 
management practices for which landscape position is an important factor or the effect of climate 
change on weed competition. SWAT can then be used to upscale these results to a larger scale, 
taking into account other land uses in the watershed, and the transport processes that occur in the 
stream network.  
 
This combination of models was used to estimate the effects of farm level conservation practices 
simulated with APEX to watershed scale and ultimately for the Mississippi River Basin (Wang et 
al., 2006, 2011) for the Conservation Effects Assessment Program (USDA-NRCS, 2012). In 
these studies, APEX was validated separately for cropland before being incorporated into the 
SWAT model, with SWAT parameters then calibrated independently without further adjustment 
of the APEX parameters. Given the similarities between both models, model users may be 
tempted to link and calibrate them together with watershed scale data, especially when field scale 
data are not available. Doing so requires consistency in the processes and the parameterization of 
APEX and SWAT so that all subareas (APEX) and hydrologic response units (HRU) are treated 
in the same way. Essentially, parameterization is needed to produce similar results. If not, a bias 
between land simulated with APEX and with SWAT will be introduced, which may affect model 
calibration and interpretation of the results.  
 
The objectives of this paper were to 1) review how primary processes are simulated with SWAT 
and APEX and identify significant differences, 2) describe how to parameterize APEX to make it 
as consistent as possible with SWAT, and 3) describe the impact of differences in process 
equations on output variables. We examined the equations and parameters for selected processes: 
runoff generation, snowmelt, potential evapotranspiration, peak runoff rate and phosphorus 
transformations in the soil. Sources of information included the SWAT2009 (Neitsch et al., 
2011) and APEX0806 (Williams et al., 2012) theoretical documentations as well as the 
respective Fortran codes. Equation numbers indicated herein are the same as in these 
documentations. Whenever possible, we provided suggestions for parameterizing APEX and 
make it equivalent to SWAT. When equations were taken out of the code instead of the manual, 
independent equation numbers were given. 

Runoff generation 
Both APEX and SWAT provide the same two options for calculating surface runoff: the SCS 
curve number method and the Green and Ampt infiltration equation.  With the curve number 
method, both models use the same equation for calculating runoff volume and for calculating the 
curve number (CN) for dry (CN1) and wet (CN3) conditions based on CN2 values. APEX 
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provides the option of deterministically estimating CN as a function land use, soil hydrologic 
group, soil water content or potential evapotranspiration (PET), and possible frozen conditions.  
Alternatively, the model provides the option of stochastically varying this deterministic value 
within ± 5 units using a triangular distribution to represent factors that can affect runoff but are 
not taken into account by the model. The first option (deterministic value) should be selected to 
be equivalent to the adjustments of CN in SWAT. One should refer to the table of land use 
numbers in the APEX theoretical documentation to assign a value in the SWAT model. 
 
Both models have an option for allowing the soil water retention parameter to vary with 
accumulated plant evapotranspiration or with soil water content. With the plant 
evapotranspiration method, the APEX curve number index coefficient (parm 42) and the SWAT 
plant ET curve number coefficient (cncoef ) should have the same value. With the soil water 
content method, the assumptions to calculate the two coefficients of the S-curve that calculate 
retention as a function of soil water content are slightly different. While APEX uses average 
moisture conditions (CN2) and wet conditions (CN3) as the two points that define the curve, 
SWAT uses wet conditions and saturation. In addition, the wet conditions status is defined by 
field capacity in SWAT and by the user in APEX. As a result, the curves that define retention as 
a function of soil water content can be close but not identical (fig. 1). Finally, APEX and SWAT 
use two different dependent variables to calculate the retention parameter: SWAT uses the plant 
available water, i.e., the soil water of the soil profile excluding water held at the wilting point 
and APEX uses the ratio of plant available water by water held at field capacity excluding water 
held at the wilting point (FCC, table 1).  
 
Table 1. Differences in how SWAT and APEX calculate soil water retention using soil water 
content. 
 SWAT APEX 
Variable used to calculate retention Soil water – wilting point FCC = 𝑠𝑜𝑖𝑙 𝑤𝑎𝑡𝑒𝑟−𝑤𝑖𝑙𝑡𝑖𝑛𝑔 𝑝𝑜𝑖𝑛𝑡

𝐹𝑖𝑒𝑙𝑑 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦−𝑤𝑖𝑙𝑡𝑖𝑛𝑔 𝑝𝑜𝑖𝑛𝑡
 

Points used to define the S-shape 
curve 

Wet conditions  
Saturation  

Average conditions (CN2) 
Wet conditions (CN3) 

Definition of wet conditions Field capacity (CN3) A user-defined point between 
field capacity and saturation 

 
The two soil water contents defined in the APEX parameter file, corresponding to average and 
wet moisture conditions, give the flexibility to match the SWAT definition of the curve. 
However, the values of these two water contents vary with the curve number, and with field 
capacity and saturation level, which are functions of clay content and bulk density and have to be 
determined on a case-by-case basis. Since a complete match is impossible, the user may have to 
choose between a good match at low or high water contents (fig. 1). Given these discrepancies, 
users who want similar calculations of soil water retention in SWAT and APEX should select the 
accumulated plant evapotranspiration method and ensure that parm42 in APEX and cncoef in 
SWAT are the same. 
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Figure 1. Retention parameter as a function of FCC, as calculated by SWAT and APEX for a 
hypothetical soil with CN2 = 89, a bulk density of 1.4 g cm-3, and 20% clay content. FCC is the 
ratio of available water to field capacity excluding water held at wilting point.  
 
Finally, APEX adjusts CN to account for slopes greater or less than 5%. SWAT does not make 
this modification and the adjustment must be made prior to specifying the CN value. It should be 
noted that the equation presented in the SWAT manual for adjusting CN for slope is not the same 
as the equation used in APEX. In order to make APEX and SWAT parameterization equivalent, 
one should use the equation used in APEX to manually adjust the retention parameter with slope 
before entering its value as a SWAT input. 

Runoff during frozen conditions 
Equations used to modify the retention parameter S for frozen slopes are different for the two 
models. Frozen conditions exist when the first soil layer is frozen, i.e. temperature less than -
1.0 oC in the soil layer below the top 10 mm. In these conditions: 
• APEX calculates the retention as a fraction of that calculated during unfrozen conditions. The 

fraction is specified by the user in the parameter file (parm 22) and has a default value of 0.1.  
• SWAT calculates the frozen soil retention parameter as: 

𝑆𝑓𝑟𝑧 = 𝑆𝑚𝑎𝑥[1 − exp (−𝑐𝑛𝑓𝑟𝑜𝑧_𝑏𝑠𝑛 ∗  𝑆)] [2:1.1.10] 
where Sfrz is the retention parameter adjusted from frozen soils, Smax is the maximum 
possible retention on any given day, cnfroz_bsn is a user-specified coefficient with a default 
value of 0.000862, and S is the retention parameter calculated as a function of soil water 
content or PET.  
 

Both reduce retention by a considerable amount in the range of values typical of crop land. When 
the fraction is one tenth (the default fraction in APEX) and for CN2 in the 75-85 range, these 
equations result in comparable retention amounts; for lower values of CN typical of well drained 
crop land and forest or range landuse, SWAT produces higher retention values than APEX. 
Conversely, APEX produces slightly higher retention values when CN2 is above 90. By 
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adjusting both the fraction of retention in APEX and the frozen soil coefficient in SWAT as 
proposed in table 2, one can obtain similar results for a limited range of CN values.  
 
Table 2. Adjustment of the APEX fraction of retention and the SWAT frozen soil coefficient to 
obtain similar values of retention reduction as a function of the curve number. 

CN APEX fraction of retention SWAT cnfroz_bsn 
35 0.5 0.00040 
40 0.5 0.00060 
50 0.4 0.00740 
60 0.3 0.00862 
70 0.2 0.00862 
80 0.1 0.00862 
90 0.05 0.00862 

 
With the Green and Ampt method, each model uses a different equation. APEX uses a form that 
utilizes the CN retention parameter and the saturated hydraulic conductivity whereas SWAT uses 
a form that includes wetting front matric potential, change in volumetric moisture content across 
the wetting front, and effective hydraulic conductivity calculated from the saturated hydraulic 
conductivity and CN. Impacts of these differences would depend on all these parameters and 
have not been investigated. 

Potential evapotranspiration 
SWAT provides three options for calculating potential evapotranspiration (Hargreaves, Priestly-
Taylor, and Penman-Monteith), whereas APEX offers five options (Hargreaves, Penman, 
Penman-Monteith, Priestley-Taylor, and Bair-Robertson). Although the Hargreaves, Penman-
Monteith, and Priestly-Taylor methods are available in both SWAT and APEX for calculating 
PET, some important differences exist in how these methods are implemented. We describe 
below the differences for Hargreaves and Priestley-Taylor. 

Hargreaves Method 
SWAT uses an unmodified version of the 1985 Hargreaves PET equation: 

𝑃𝐸𝑇 = 0.0023 ∗ 𝐻0
λ
∗ (𝑇𝑎𝑣 + 17.8) ∗ (𝑇𝑚𝑥 − 𝑇𝑚𝑛)0.5 [2:2.2.24] 

𝜆 = 2.501 − 0.00236 ∗ 𝑇𝑎𝑣 [1:2.3.6] 

where PET is in mm/day, λ is latent heat of vaporization (MJ kg-1), H0 is extraterrestrial radiation 
(MJ m-2 day-1), Tav is average daily air temperature (ºC), Tmx is maximum daily air temperature 
(ºC), and Tmn is minimum daily air temperature (ºC). H0 is calculated as: 

𝐻0 = 37.59𝐸0[𝜔𝑇𝑠𝑟𝑠𝑖𝑛𝛿 𝑠𝑖𝑛𝜙 + 𝑐𝑜𝑠𝑖𝑛𝛿 𝑐𝑜𝑠𝑖𝑛𝜙 sin(𝜔𝑇𝑠𝑟)] [1:1.2.6] 

𝐸0 = 1 + 0.033 cos �2𝜋𝑑𝑛
365

� [1:1.1.1] 

𝛿 = 𝑠𝑖𝑛−1 �0.4𝑠𝑖𝑛 � 2𝜋
365

(𝑑𝑛 − 82)�� [1:1.1.2] 

𝑇𝑠𝑟 =  𝑐𝑜𝑠
−1(−𝑡𝑎𝑛𝛿 𝑡𝑎𝑛𝜙)

𝜔
 [1:1.1.4] 
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where E0 is the eccentricity correction factor of the earth’s orbit, ω is the angular velocity of the 
earth’s rotation (0.2618 rad h-1), Tsr is the hour of sunrise, δ is the solar declination in radians, φ 
is the geographic latitude in radians, and dn is day of year (starting on 1 January). Equation 
1:1.1.4 is only used for latitudes between 66.5o and -66.5o. For extreme latitudes, there is no 
sunrise in winter (Tsr = 0) and Tsr = π/ω in summer. 

APEX uses a modified version of the 1985 Hargreaves equation in which the exponent and the 
coefficient are 0.0032 and 0.6 instead of 0.0023 and 0.5, though these coefficients can be 
adjusted back setting parm 23 to 0.0023 and parm 34 to 0.5. However, APEX uses the maximum 
daily radiation at the earth’s surface Hmx (Eq. 15 in APEX and 1:1.2.7 in SWAT, see below) 
instead of the extraterrestrial radiation H0 (Eq. 97), and the latent heat of vaporization λ is 
slightly different (Eqs[1:2.3.6] and 93c). 

𝑃𝐸𝑇 = 0.0032 ∗ �𝐻𝑚𝑥
𝜆
� ∗ (𝑇𝑎𝑣 + 17.8) ∗ (𝑇𝑚𝑥 − 𝑇𝑚𝑛)0.6 [97] 

𝜆 = 2.501 − 0.0022 ∗ 𝑇𝑎𝑣 [93c] 

𝐻𝑚𝑥 = 30 ∗ 𝐸0[𝜔𝑇𝑠𝑟𝑠𝑖𝑛𝛿 𝑠𝑖𝑛𝜙 + 𝑐𝑜𝑠𝛿 𝑐𝑜𝑠𝜙 sin(𝜔𝑇𝑠𝑟)] [15] 

Differences in how SWAT and APEX calculate PET using the Hargreaves method were 
investigated by calculating PET using temperature data collected from the Kentucky Mesonet 
site located at Western Kentucky University’s experimental farm located in Bowling Green, KY 
(latitude of 36.93o, fig. 2).  
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Figure 2. Potential evapotranspiration rates calculated by the Hargreaves method using the 
equations used in the SWAT and APEX models for Bowling Green, KY from 1 January 2013 to 
30 September 2013. APEX parm 23 was set to 0.0023 and parm 34 was set to 0.5. 
 
When the coefficient and exponent in the Hargreaves equation are set to 0.0023 and 0.5, 
respectively, PET calculated by SWAT was about 20% higher than with APEX. Under these 
conditions the only difference is the different radiation used by the two models. If we use Hmx 
(eq. 1:1.2.7, see below) instead of H0 (eq. 1:1.2.6) when calculating PET in SWAT 
(eq. 2:2.2.24), the two models produce essentially identical PET values. If the coefficient and 
exponents were set to 0.0032 and 0.6, Hargreaves PET values calculated with APEX would be 
40 % higher than with SWAT. 
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Priestley-Taylor Method 
For calculating PET using the Priestly-Taylor method, SWAT uses the following equations: 

𝑃𝐸𝑇 = 1.28
λ
∗ ∆
∆+𝛾

(𝐻𝑛𝑒𝑡 − 𝐺) [2:2.2.23] 

∆= 4098∗𝑒0

(𝑇𝑎𝑣+237.3)2
 [1:2.3.4] 

𝑒0 = 𝑒𝑥𝑝 �16.78∗𝑇𝑎𝑣−116.9
𝑇𝑎𝑣+237.3

� [1:2.3.2] 

𝛾 = 𝑐𝑝∗𝑃
0.622∗𝜆

 [1:2.3.7] 

𝑃 = 101.3 − 0.01152 ∗ 𝐸𝐿 + 0.544 ∗ 10−6 ∗ 𝐸𝐿2 [1:2.3.8] 

𝐻𝑛𝑒𝑡 = (1 − 𝛼) ∗ 𝐻𝑑𝑎𝑦 + 𝐻𝑏 [1:1.2.12] 

𝐻𝑏 = −�𝑎 ∗ 𝐻𝑑𝑎𝑦
𝐻𝑚𝑥

− 𝑏� ∗ �𝑎1 + 𝑏1�𝑅ℎ ∗ 𝑒0� ∗ 𝜎 ∗ 𝑇𝐾4 [1:1.2.22] 

𝐻𝑚𝑥 = 30 ∗ 𝐸0[𝜔𝑇𝑠𝑟𝑠𝑖𝑛𝛿 𝑠𝑖𝑛𝜙 + 𝑐𝑜𝑠𝛿 𝑐𝑜𝑠𝜙 sin(𝜔𝑇𝑠𝑟)] [1:1.2.7] 

 
where ∆ is the slope of the saturation vapor pressure-temperature curve (kPa C-1), e0 is the daily 
saturation vapor pressure (kPa), γ is the psychrometric constant (kPa C-1), cp is the specific heat 
of moist air at constant pressure (1.013*10-3 MJ kg-1 C-1), P is atmospheric pressure (kPa), EL is 
elevation (m), Hnet is net radiation (MJ m-2 d-1), G is the heat flux density to the ground surface 
(MJ m-2 d-1) and is set to zero for daily heat flux calculations, Hday is short-wave solar radiation 
reaching the ground surface (MJ m-2 d-1), Hb is net incoming long-wave radiation (MJ m-2 d-1), α 
is albedo, Hmx is maximum possible solar radiation reaching the ground surface (MJ m-2 d-1), Rh 
is relative humidity, σ is the Stefan-Boltzmann constant (4.903 x 10-9 MJ m-2 K-4 d-1) and a, b, 
a1, and b1 are constants with default values of 0.9, -0.1, 0.34, and -0.139, respectively.  
 
The APEX model uses the following equations: 

𝑃𝐸𝑇 = 1.28
𝜆
∗ Δ
Δ+𝛾

∗ 𝐻𝑛𝑒𝑡 ∗ (1 − 𝐴𝐵) [96] 

𝐻𝑛𝑒𝑡 = 𝐻𝑑𝑎𝑦 ∗ (1 − 𝐴𝐵) − 𝑅𝐵𝑂 ∗ (0.9 ∗ 𝐻𝑑𝑎𝑦
𝐻𝑚𝑥

+ 0.1) [93a] 

Δ = e0

𝑇𝐾
∗ (6790.5

𝑇𝐾
− 5.029) [93b] 

𝛾 = 6.595 ∗ 10−4 ∗ 𝑃 [93d] 

𝑃 = 101.3 ∗ 𝐸𝐿 ∗ (0.01152 − 5.44 ∗ 10−7 ∗ 𝐸𝐿) [93e] 

𝑅𝐵𝑂 = �0.34 − 0.14 ∗ �e0 ∗ 𝑅ℎ� ∗ 4.9 ∗ 10−9 ∗ 𝑇𝐾4 [93g] 

e0  = 0.1 ∗ 𝑒𝑥𝑝 ∗ �54.879 − 5.029 ∗ ln(𝑇𝐾) − 6790.5
𝑇𝐾

� [93i] 

where AB is albedo, TK is mean daily air temperature (K), and RBO is net outgoing long-wave 
radiation (MJ m-2 d-1). 
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Rearranging the above equations shows more clearly their similarities and differences. The 
Priestly-Taylor method in SWAT can be simplified to the following: 

𝑃𝐸𝑇 =
1.28

λ
∗

∆
∆ + 𝛾

∗ 𝐻𝑛𝑒𝑡 

𝐻𝑛𝑒𝑡 = (1 − 𝛼) ∗ 𝐻𝑑𝑎𝑦 − (0.34 − 0.14 ∗ �𝑒0 ∗ 𝑅ℎ) ∗ �0.9 ∗
𝐻𝑑𝑎𝑦
𝐻𝑚𝑥

+ 0.1� ∗ 4.9𝑥10−9 ∗ 𝑇𝐾4 

Rearranging the Priestly-Taylor method in APEX and using the same variables used in SWAT 
yields: 

𝑃𝐸𝑇 =
1.28
𝜆

∗
Δ

Δ + 𝛾
∗ 𝐻𝑛𝑒𝑡 ∗ (1 − 𝛼) 

 

𝐻𝑛𝑒𝑡 = (1 − 𝛼) ∗ 𝐻𝑑𝑎𝑦 − (0.34 − 0.14 ∗  �e0 ∗ 𝑅ℎ) ∗ �0.9 ∗
𝐻𝑑𝑎𝑦
𝐻𝑚𝑥

+ 0.1� ∗ 4.9𝑥10−9 ∗ 𝑇𝐾4 

 
Minor differences exist in calculating most of the variables. The models do calculate the 
psychrometric constant γ differently. With SWAT, γ explicitly includes the latent heat of 
vaporization λ in its calculation (Eq. 1:2.3.7), and therefore varies with temperature whereas it is 
temperature independent in APEX (Eq. 93d). This can lead to slight differences between the 
models depending on air temperature, typically less than 5% for air temperatures below 40 oC. 
The major difference between the two models is that the APEX model accounts for albedo twice 
by including it in Eq. 96 when calculating PET and in Eq. 93a to calculate net radiation. As a 
result, APEX PET values are 80 % of the values calculated with SWAT when albedo is set to 0.2 
(fig. 3). Important differences also exist in how the two models calculate albedo.  
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Figure 3. Potential evapotranspiration rates calculated by the Priestley-Taylor method using the 
SWAT and APEX models for Bowling Green, KY from 1 January 2013 to 30 September 2013. 
Albedo was set at 0.2. 

Determination of peak flow rate 
The common method for sediment loss calculation is to use MUSLE, with the peak flow rate 
being estimated with the modified rational formula and a stochastic element. While other choices 
are possible with APEX, this is the method that APEX and SWAT have in common. It requires 
estimation of the time of concentration and of the event ½ hour rainfall. Regarding time of 
concentration, the overland flow time of concentration is similar. For the channel flow time of 
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concentration, APEX and SWAT use the same equation, albeit with different coefficients (0.62 
for SWAT and 1.75 for APEX). We have neither investigated the reason for these different 
values nor their impact.  
 
Half-hour rainfall amounts are a function of the maximum monthly half-hour rainfall, included in 
the climate file and defined in both cases by the user. There is a difference in how SWAT and 
APEX estimate the average monthly ½ hour fraction of rainfall. APEX uses Eq. 1:  

alp.5,mon=APM � − 𝑅𝐹𝑉.5𝑢,𝑚𝑜𝑛

𝜇𝑚𝑜𝑛𝑡ℎ∗ln � 0.5
𝑁𝑌∗𝑁𝑊𝐷𝑚𝑜𝑛𝑡ℎ

�
� (1) 

where APM is an adjustment factor specified in the site file, RFV.5u,mon is the maximum ½ hour 
rainfall for the month (user input), μmonth is the mean event rainfall amount for the month, NY is 
the number of years in the rainfall record used to estimate the maximum ½ hour rainfall, and 
NWDmonth is the average number of wet days for the month. 
 
On the other hand, SWAT uses Eq.1:3.2.2: 

alp.5,mon= 𝑎𝑑𝑗0.5∝ �1 − 𝑒𝑥𝑝 � 𝑅0.5 𝑠𝑚(𝑚𝑜𝑛)

𝜇𝑚𝑜𝑛𝑡ℎ∗𝑙𝑛�
0.5

𝑁𝑌∗𝑁𝑊𝐷𝑚𝑜𝑛𝑡ℎ
�
�� [1:3.2.2] 

where adj0.5α is a user specified adjustment factor for the peak runoff rate and R0.5 sm(mon) is the 
smoothed maximum ½ hour rainfall for the specified month. The smoothed maximum ½ hour 
rainfall is the arithmetic average of the extreme maximum ½ hour rainfall (user input) for the 
specified month, the preceding one and the following one. These two different equations, as well 
as the use of a smoothed maximum ½ hour rainfall in SWAT result in significant differences in 
the mean value of the ½ hour rainfall.  

Harvest index adjustment as a function of water stress 
When plants are stressed by a lack of water, both models calculate the corresponding reduction 
on crop yield by adjusting the harvest index. Both SWAT and APEX use a similar equation to 
calculate the adjustment: Eq. 5:3.3.1 (SWAT) and 282 (APEX).  

𝐻𝐼𝑎𝑐𝑡 = (𝐻𝐼 −  𝐻𝐼𝑚𝑖𝑛) ∙ 𝐹 +  𝐻𝐼𝑚𝑖𝑛 [5:3.3.1 and 282] 
 
However in SWAT, F is calculated as a function of the water deficiency factor γwu: ratio of 
accumulated actual evapotranspiration to accumulated PET (Eq. 5:3.3.1b]. In APEX, the 
theoretical documentation and the code show that it is calculated as a function of the 
accumulated plant water use between heat unit index of 0.5 and 1 (SWH). 

𝐹 = 𝛾𝑤𝑢
𝛾𝑤𝑢+exp [6.13−0.883∙𝛾𝑤𝑢]

 [5:3.3.1b] 
 
𝐹 = 𝑆𝑊𝐻

𝑆𝑊𝐻+exp [5.563−0.03155∙𝑆𝑊𝐻]
 [282a] 

Fluxes between the phosphorus pools 
Both APEX and SWAT use the three-pool model developed by Jones et al. (1984) to track 
inorganic (mineral) phosphorus in the soil: the labile or soluble pool contains P that can be 
readily absorbed by plants; the active pool is in relatively fast equilibrium with the soluble pool; 
and the stable pool is in a slow equilibrium with the active pool. In both models, the 
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concentration of soluble P in runoff is directly proportional to the soluble pool and the P fluxes 
between the pools are functions of soil parameters and P content. However, the equations are 
again slightly different and not completely reconcilable. 

Soluble P in runoff 
SWAT computes dissolved P losses in runoff as a function of the soluble P pool and a linear 
partitioning coefficient (PHOSKD).  APEX provides the option of a linear partitioning 
coefficient similar to SWAT or the Langmuir equation.  To set APEX equivalent to SWAT, 
select the linear partitioning method and set parm 8 = PHOSKD. 

Flux between the soluble and active pools 
In SWAT, the rate of transfer between the soluble and active mineral pools is a function of the 
phosphorus sorption coefficient (psp), also called the P availability index: 

rto = psp / (1.- psp) (2) 

rmn = (sol_solp - sol_actp * rto) (3) 

if (rmn > 0.)  f = rmn * 0.1 [3:2.3.2] 

if (rmn < 0.)  f = rmn * 0.6 [3:2.3.3] 

where rto determines the size of the soluble pool (sol_solp) relative to the active P pool 
(sol_actp) at equilibrium, rmn is the difference between the soluble pool at any given time and 
the soluble pool at equilibrium (or imbalance in sol_solp), and f is daily flux, or P amount 
transferred from soluble to active, f is added to active P and subtracted from soluble P. As shown 
from these equations, the rate of flow from active to soluble is six times faster than it is from 
solution to active. Finally, the rate of flow has a maximum value set to the amount of P in the 
soluble pool. 
 
In APEX, the APEX0806 code shows that the rate of flow between the soluble and active pools 
is the same for each transfer direction. In addition, that rate is a function of rmn and a user input 
parameter, parm 84.  

f= rmn * parm 84 (4) 

In order to make APEX similar to SWAT, we recommend setting parm 84 to 0.1. This makes 
equation (4) similar to equation (3:2.3.2), and is what was recommended in the original paper on 
phosphorus cycling and transport by Jones et al. (1984). This translates to a rate of P fixation 
similar to that in SWAT when fertilizer is added, but slower release of phosphorus from the 
active pool for plant uptake or after P has been removed by runoff. 
 
However, APEX defines rto slightly differently: the size of the soluble pool at equilibrium has an 
upper bound of 80% of the active pool (equation 5).  

rto = min [0.8, psp / (1.- psp)] (5) 
 
Although psp can be a user input in APEX, equation (5) effectively limits psp to 0.44. Thus, if 
psp is greater than 0.44, phosphorus transport calculated with SWAT is likely to be greater than 
with APEX. For values of psp equal or less than 0.44, results will be more similar as the only 
difference rests with the coefficient used to adjust the rate of transfer from labile to active. 
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Flux between the stable and active pools 
In both models, the rate of transfer from active to stable is based on the assumption that the two 
pools are in slow equilibrium and that the stable mineral pool is 4 times the size of the active 
pool. In SWAT, the movement of phosphorus between these two pools is governed by: 

roc = bk * (4.*sol_actp - sol_stap) [3:2.3.4] 
 

In APEX, the equation is slightly different: 
roc = parm 85 * bk * (4.*sol_actp - sol_stap) (6) 

 
Differences emerge in the definition of bk. In APEX, bk is based on the calcareous and 
weathering characteristics of the soil, including psp.  It will range from 0.0002 to 0.0008. In 
SWAT, bk changes only with the direction of the transfer. When the flux is from the active to the 
stable pool, bk is set to 0.0006. When the flux goes from the stable to the active pool, bk is 1/10th 
of that. Thus, it is not possible to reconcile the two formulations. Setting parm 85 to 1 is 
consistent with the original expression of the equation by Jones et al. (1984). With parm 85 set to 
1, differences in P flux between stable and active pools will likely have negligible impacts on P 
loss due to the very slow rates of transfer between these pools. 
 
The recommendations for parm 84 (0.1) and parm 85 (1) produce equivalent equations when P 
additions are greater than P removal (e.g., manure applications or P fertilization system).  The 
soluble pool is then larger than at equilibrium and there is P transfer from soluble to active. The 
active pool is then greater than at equilibrium and there is P transfer active to stable.  The caveat 
is that psp in APEX is effectively limited to 0.44.  Additionally, these recommended settings are 
greater than the APEX range for these parameters (0.0001 to 0.001).  It is not clear why the 
APEX documentation has such low ranges. 

Conclusion 
The use of APEX and SWAT in combination is appealing to study scaling problems between 
field and watershed. Both models are based on similar theoretical concepts and equations but 
subtle differences exist in how the equations were implemented in each. These differences can 
result in discrepancies in model output and different parameterizations. One should be aware of 
these differences and the need to calibrate each model separately using separate data sets. This 
paper constitutes the beginning of an inventory of the differences that exist between these two 
commonly used models. In some cases, these differences can be resolved by careful 
parameterization of the selected options and model parameters. In others, the differences cannot 
be resolved and may result in significant discrepancies in the values of output variables 
calculated by each model.  
 
Significant differences were identified in how APEX and SWAT calculate components of the 
water balance, namely runoff and potential evapotranspiration (PET), peak runoff rate used to 
calculate sediment yields, and transfer between the phosphorus pools. When parameterization 
does not take these differences into account, the models do result in different values of output 
variables. We caution the reader that this review is not exhaustive but it highlights important 
differences in how the models handle runoff, PET, or nutrient cycling. These differences need to 
be accounted for when comparing sediment, nutrient, or pesticide loss calculated from these two 
models.  
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Not all these differences are relevant or important for all simulation studies. However, anyone 
who is considering using both SWAT and APEX to assess the impact of climatic, land use, or 
management factors on productivity, flow, or water quality should be aware of them and how 
they might affect results interpretation. For example, the differences in how the harvest index is 
reduced as a function of water stress is important to assess productivity and associated water 
balance in arid regions or in relation to climate change, but may be less important in regions 
where precipitation is abundant. We would like to encourage users of SWAT and APEX to 
further investigate these differences and add to this document.  
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Abstract: 
Water scarcity and land degradation are widespread problems that affect agricultural 

productivity, food security and environmental quality in several parts of the world, 

particularly in the dry areas. Sustainable management of soil and water is necessary to 

optimize the use of limited rainwater for crop production and to decrease soil erosion. 

One management option is utilizing rainfall more efficiently through water harvesting. In 

arid areas, different types of water harvesting techniques (WHT) are being developed by 

researchers and used by farmers to utilize runoff water and to enhance plant growth. 

However, the effect of water harvesting on the reduction of soil erosion and runoff is not 

adequately known. This study aims at adapting the SWAT model to predict the impacts 

of selected water harvesting interventions on the bio-physical and hydrological 

processes and to evaluate their application in arid environments. Four sites, 

representing small sub-watersheds (hill slopes) were selected for modeling purposes in 

Al-Majidyya village 40 km south-east of Amman, which represents an arid area of Jordan 

(known locally as Al-Badia). The average annual rainfall in this area is less than 150 

mm. Two small sub-watersheds (paired swales) were selected to measure runoff and 
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erosion, using flow meters and ISCO automatic samplers. One of these swales has been 

treated using Vallerani plough to form intermittent pits to collect and store runoff water. 

This swale was planted by Salsola vermiculata shrubs and the other swale has been left 

without any intervention (control representing the natural rangelands in the area). The 

other two small sub-watersheds (paired swales) were selected to measure sediment 

yield only using geo-textile trap. One of these paired swales contains continuous contour 

ridges as water harvesting measure and was planted with Atriplex halimus shrubs while 

the other sub-watershed was left without intervention and planted with Barley (Hordeum 

vulgare), representing the farmer practices. The model input parameters were derived 

using the SWAT ArcGIS Interface. Some parameters (Leaf Area Index and Harvest 

Index) for plant growth were modified to suit the prevailing arid conditions in the 

watersheds. Many iterations were carried out by introducing different management 

options in SWAT databases taking into account the subbasin, HRU and curve number 

values. The model overestimated the runoff and sediment yield from the water 

harvesting sites and to large extent accurately estimated for the sites without 

interventions. For example, the sediment yield predicted for the continuous contour 

ridges for a selected storm was 0.09 t/ha whereas no sediments were observed in the 

field. The predicted sediment yield for the barley site was 0.55 t/ha and the observed 

value was 0.34 t/ha. Manual calibration/comparisons for measured and observed results 

are needed to adapt the model for this arid environment and to accurately estimate the 

effect of water harvesting interventions. In addition the comparison of biomass and crop 

yield will also be analyzed between observed and SWAT predicted outputs. 

Keywords: soil and water losses, soil conservation, land degradation, rangelands 
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Introduction    
Accelerated soil erosion and water scarcity are widespread problems that affect 

agricultural productivity, food security and environmental quality in many countries of 

the world. Jordan is one of the countries that are suffering from water shortage and 

land degradation. Arid environments, such as Al-Badia, in Jordan are characterized by 

sporadic, low average annual rainfall and very high rainfall intensities that may cause 

runoff and erosion. Runoff causes erosion of the fertile topsoil which results in land 

degradation on site and increasing the risk of flooding towards the wadis. 

Sustainable natural resources for both soil and water are required in order to optimize 

the benefit of available rainwater for crop production and to decrease the soil erosion 

and enhance soil fertility. Therefore, several types of water harvesting techniques 

(WHT) have been developed. For thousands of years, inhabitants of the dry areas have 

constructed water-harvesting systems that helped them cope with water scarcity (El 

Amami, 1984; Boers, 1994; Oweis et al., 2004) and support their livelihood. 

The benefits of water harvesting in arid areas are not only to secure runoff water and 

recharge aquifers tapped for irrigation but also to increase crop production as well as 

decrease soil erosion. However, the effect of water harvesting on the reduction of soil 

erosion and runoff is not adequately known.  

This study aims at adapting the SWAT model to predict the impacts of selected water 

harvesting interventions on the soil erosion and runoff. Therefore, the use of models to 

simulate the process at watershed scale has become a crucial and an important tool for 

estimating runoff and sediment yield and for quantifying the impacts of water 

harvesting interventions at various spatial and temporal scales. In this respect, SWAT 

(Soil and Water Assessment Tool) arises as a well-known useful model for quantifying 

soil erosion, sediment yield and runoff water (Arnold et al., 1998). Many studies that 

utilize SWAT to simulate soil erosion and sediment yield have been conducted. 

However; none specifically addressed the impact of water harvesting interventions in 

quantifying runoff and sediment yield. Therefore, SWAT is needed to simulate the 
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spatial and temporal variation of runoff, sediments and productivity in arid watersheds 

and the impact of the implemented water-harvesting interventions.  

Materials and Methods: 

Study area description: 
Four sites, representing small sub-watersheds (hill slopes) were selected for modeling 

purposes in Al-Majidyya village 40 km south-east of Amman, which represents an arid 

area of Jordan (known locally as Al-Badia, Figure1). 

Two small sub-watersheds (paired swales) were selected to measure sediment yield 

only, using geo-textile trap (silt fences), which is a low-cost technique used to measure 

onsite hillslope erosion. Such a technique is easy to install by making the sediment trap 

face the upslope. The geotextile trap is folded to form a pocket for the sediment to 

settle on and reduce the possibility of sediment undermining. One of these paired 

swales (Contour Ridge site) contains continuous contour ridges as water harvesting 

measures and was planted with `Atriplex halimus shrubs, while the other sub-watershed 

(Barley site) was left as control site without intervention and planted with Barley 

(Hordeum vulgare), representing the farmer practices (Figure1). 

The other two small sub-watersheds (paired swales) were selected to measure runoff 

and erosion, using flow meters and ISCO automatic samplers by establishing a weir as a 

control section at each outlet. One of these swales (Vallerani site) has been treated 

using Vallerani plough to form intermittent pits to collect and store runoff water. This 

swale was planted by Salsola vermiculata shrubs and the other swale has been left 

without any interventions (control representing the natural rangelands in the area). 

Each (paired swales) is located in close proximity to each other to minimize differences 

in climate, soils, vegetation, topography (elevation, aspect, and slope). 
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Figure 1: location of the study area in Jordan and four modeling watersheds that 
represent Al-Badia.  

SWAT model: 
Soil and Water Assessment Tool (SWAT) is a physically based continuous event 

watershed hydrologic simulator that estimates the impact of land management 

practices on surface and subsurface water movement, sediment, and agricultural 

chemical yields in large, complex watersheds with different soils, land use, and 

management conditions over 100 years of time (Arnold et al., 1998). The SWAT program 

is supported with an interface in ArcGIS (ARCSWAT 2009, Di Luzio et al., 2002) for the 

characterization of watershed hydrologic features and storage, as well as the 

organization and manipulation associated spatial and temporal data. 

SWAT2012 version with its interface of ARCGIS 10.0 (Di Luzio et al., 2002) was used to 

execute this study. 
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The basic data required to develop the model input parameters were: topography, soil, 

landuse and climatic data. The unique portion of the watershed determined by the 

hydrological response units (HRU) based on soil, landuse and slope in addition to 

physical processes and crops operations and management (irrigation, tillage, harvesting, 

and fertilizer). The model input information were prepared in the following pattern: 

Catchment configurations: derivation of DEM (Digital Elevation Model) was extracted 

using ArcGIS for each site by the information provided from the executed topographic 

survey using total station at 50 cm resolution. 

Soil map: Sampling grids were taken for each soil observation location using Global 

Positioning Systems (GPS). A bio-physical characterization surveys were conducted for 

each observation location based on the soil data collection form. Soil Samples for 

surface and subsurface at each observation location were taken for physical and 

chemical Laboratory analyses. Some of physiochemical soil properties were measured 

such as bulk density, organic matter, stone content and texture, and some of soil 

parameters were estimated such as hydraulic conductivity, available water holding 

capacity using soil parameters estimate (SOILPAR v2.00) and the other soil parameters 

were estimated from input/output documentation of SWAT model such as erodibility K 

factor and Albedo. Soil map was produced with Thiessen polygon method with unique 

name using ArcGIS. A user soil database was developed with all relevant soil parameters 

required to input to SWAT2012. 

Landuse map: Recent and high resolution satellite imagery for the site (type world view 

60 cm, spring 2011) was used for identifying and digitizing the existing 

landuse/landcover classes using ArcGIS. The classes of landuse were those that are used 

by SWAT model with some modification for selected landuse classes. As a result, new 

SWAT landuse codes were created in term of changing the parameters of plant growth 

and other conditions that may characterize the sites.  

Climate data: historic records for the metrological data (rainfall, temperature, solar 

radiation, relative humidity/or dew point, wind speed) from Queen Alia International 
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Airport station and Muaqqer station that belongs to the University of Jordan are the 

nearest stations of the sites which were used to run the weather generator file. In 

addition to an automatic rain gage was installed in the site to measure the rainfall 

intensities during the rainy seasons. 

Hydrological and sediment data: 
The required information of eroded sediment yields on the geotextile traps was 

estimated. In addition, to the information and samples of generated runoff at the weirs 

edge were recorded using flow meter probes and ISCO automatic samplers. Moreover, 

the rainfall intensities from rain gauge were used. 

Results and discussion: 

Sediment yield prediction using SWAT:  
This presented study focuses to discuss the application of SWAT model to study the 

impact of water harvesting interventions on the soil erosion. SWAT utilizes the Modified 

Universal Soil Loss Equation (MUSLE) to estimate soil losses. This equation developed by 

Williams (1975) uses the amount of runoff generated in each HRU to simulate sediment 

yield for each HRU in each sub basin. Then, they are added to compute the contribution 

of sediment yield for whole basin. As a result, sediment yield predictions are improved, 

the accuracy of the prediction is increased and sediment yields on individual rainfall 

events (storms) can be estimated (Neitsch et al., 2002). The SWAT model was simulated 

to the site implemented by continuous contour ridges and the control site without 

water harvesting intervention. The model outputs determined daily and monthly 

sediment yields (kg/ha) based on some modifications that suit the existing arid 

conditions in both sites. 

The application of the SWAT in arid regions requires modifications of the existing SWAT 

databases and parameters. Therefore the existing land cover/plant parameters are not 

suitable for arid environment in Al-Badia of Jordan conditions. One of the limitations, in 

this study, was the  little or no  data or available literature for the crops planted in the 

study area (Atriplex, Salsola shrubs and winter barley). Another challenge was how to 
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consider the continuous contour ridges as certain type of water harvesting interventions 

(Figure 2) implemented in the site. This consideration was involved in both model setup 

and simulation processes. Also, this challenge not only to consider it as soil conservation 

management practices but also as intervention measures that optimize the benefit of 

the rain water and increase plant productivity and reduce soil erosion. 

 

Figure 2: Continuous contour ridges as one type of the water harvesting interventions 
implemented in the site. 
 

The measured data from the field for sediment yields for the site implemented by water 

harvesting interventions type continuous contour ridges were totally different for the 

control site 

The traditional procedure adopted by farmers in the control site in plantation and 

management of winter barley usually contributes to the soil erosion. The land is tilled in 

up and down slopes. This way makes the soil very loose and become weak especially 

that the soil texture in the site contains a high percent of silt. As a result, the traditional 

farmer practices contribute in a direct way to the sediment amounts transported and 

eroded on the site, where also the amount and pattern of rainfall intensity in that area 

can easily washe off the top soil and nutrients which is cause soil erosion by water 

(Figure 3). 
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Figure 3: control site planted by Barley as farmer practices and the problem of soil 
erosion and transported sediment yields at the geotextile traps. 
 
As a result, one of the considerations is including the established contour ridges planted 

with Atriplex in the produced HRUs by adding a new landuse class and modifying the 

crop database which contains SWAT plant growth parameters. Therefore, new SWAT 

landuse codes were created with the appropriate modifications (contour ridges and 

barely). The modified parameters are Harvest Index (HVI), Leaf Area Index (LAI) 

parameters and identifying the landuse conditions that affect the Curve number values 

corresponding to each hydrological soil group in the basin for both sites. In addition to 

modifying the management and operations for each site. The operations are the 

plant/begin growing season, harvest and kill and applying fertilizers. Change the heat 

units’ parameter according to the management type and existing operation for each 

landuse class for each site as summarized in the Table (1). 

Furthermore, the physical processes were considered in the model setup and in the 

SWAT management practices options for selected produced HRUs in the basin for each 

site. 

Table1*: Some parameters values changed in the SWAT landuse code 
                    Site Parameter    
  HVI LAI 
Continuous Contour Ridges 0.9 1.5 
Winter Barley 0.54 4 
(* these values were modified by Dr. Srinivasan, R., April,2012) 
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Simulation of the SWAT model periods was identified. The whole period was Nov. 2005 

to Dec. 2012. A period of 2005 till 2010 was used to warm up the model. However, Two 

years of measured data for soil erosion were collected during winter seasons of Nov. 

2011/ May 2012 and Nov. 2012/ May 2013. Furthermore, these will be used for 

calibration and verification the model outputs. 

Figure (4) illustrates the obtained results without calibration. It is shown that the 

magnitude and temporal variation of simulated monthly sediment yield for the selected 

storms in January does not match the observed sediment loads. Timings of occurrence 

of the peaks for observed and simulated sediment yield as well. However, they look in 

the same pattern but the model over-predicted sediment amounts during the January 

2012 and it was also over estimated some peak values except the storm happened at 

December 2012. Although, the simulated and observed are closely match in magnitude 

and temporal variations at the end of the season in March 2012, Unlike, the contour 

ridges site that contains a (Continuous Contour Ridges as certain type of water 

harvesting measures), no sediments were observed in the field during all storms within 

the same period. But the model simulation output without calibration for monthly 

sediment yield was over estimated as illustrated the in figure (5) comparing with the 

measured one. The model with this result maybe requires fine-tuning to the input 

model parameters to include the established continuous contour ridges as water 

harvesting interventions in the site and its impacts that reduce the soil erosion. So, 

calibration and verification analysis is required. 
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Figure 4: comparison of sediment yields (ton/ha) between SWAT simulation output and 
measured in the field for barley site. 
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Figure 5: comparison of sediment yields (ton/ha) between SWAT simulation output and 
measured in the field for Continuous Contour Ridges site. 

Biomass predictions using SWAT: 
The SWAT model was used to simulate total biomass yield throughout barley, contour 

ridges and vallerani sites. The parameters which affect the biomass production are Leaf 

Area Index (LAI), soil evaporation and evapotranspiration. LAI values is estimated for 

each HRU by changing some plant growth parameters build in the model to suit existing 
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condition in the study area. So the LAI was changed as mentioned in Table1. SWAT 

calculates the potential growth of plant for each day of simulation as a function of 

energy where the plant intercepts the efficiency of its conversion into biomass. Actual 

growth and actual LAI are dependent on stress factors like water, temperatures and 

nutrients.  Optimal leaf area index is related with crop stage which in turn depends on 

the crop heat units. These heat units are defined in the SWAT database for each crop. 

The SWAT model was used to simulate total biomass yield. The model is under 

predicted the biomass production for the sites implemented by water harvesting 

interventions. In the contrast, the model is well matched with measured by assumption 

of applying fertilizers of 10 k/ha N for barley site (Figure 6). 

 

 

Figure 6: comparison between measured and simulated biomass for the sites. 
 
Figure 7 illustrates that different scenarios were applied to the barley site that assume 

applying of the natural and chemical fertilizers will improve the crop biomass and yields   
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Figure 7: comparison of different scenarios applied to the barley site for the model 

biomass outputs. (Source: Dr. Srinivasan, R., April, 2012) 

 

Conclusions: 
This study focuses on simulation of SWAT model to predict the sediment yields for the 

sites that measure the soil erosion only. These are barley and contour ridges. In addition 

to simulate the model to predict the biomass productions for the sites of Barley, 

Contour ridges and Vallerani. The most important input data include meteorology, 

topography, soil data, landuse, water harvesting interventions and the applied 

agricultural practices. This study modeled the sediment yield from the site implemented 

by contour ridges water harvesting interventions and control site for the rainy season of 

2011/2012.   

SWAT outputs were evaluated by comparing simulated sediment yields with the 

measured sediment loads from the two sites.  

Soil erosion from watersheds contributes a large amount of top soil and nutrients each 

year. The measured data presents evidence that the water harvesting interventions 
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reduce the soil erosion and can aid in reducing losses and thereby have the potential to 

optimize the benefit of rainfall especially in the arid environment.  

The biomass results can be significant for the farmers to adopt the water harvesting 

interventions which maximize the productivity. 
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Abstract 

 
Swat Owl is a new suite of tools which has been developed to allow SWAT modellers to see 
snapshots of model outputs. The tool runs as a stand-alone executable file and speedily 
produces graphical outputs, summaries of water balance data, and calibration statistics. The 
user can switch between saved model runs to compare the effect of changes to parameters on 
the water balances and calibrations. The tools have been developed as part of an ongoing 
project to model 23 surface water catchments for Anglian Water (East of England). 

Swat Owl comprises the following tools (i) snapshot of average annual water balance (ii) 
average monthly water balance charts for entire model (iii) graphs showing a wide selection of 
parameters output at HRU level (iv) graphical output of flow data for all the reaches and 
subbasins on one page (v) graphical output of observed and modelled flows with built-in 
baseflow calculation, Nash Sutcliffe calculations, and other statistics. (vi) a scripting tool to 
automatically run SQL ‘Update’ queries, re-write SWAT input files, run the model, save the 
results and statistics, and log the changes. 

The aim of the paper is to demonstrate the tool to a wider audience and to demonstrate how 
rapid visualisation of water balance outputs can lead to better understanding of how parameters 
influence the flow paths within SWAT leading to faster calibration and better representation of 
catchment flows. Feedback on the usefulness of the tool will be invited. 

Keywords: SWAT, Postprocessor, Calibration Statistics, Water Balance Summary, SQL 
Updates, Graphical Output, Baseflow Calculation.  
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Introduction 
 
Various efficiency tools have been developed which have helped to speed up the SWAT 
modelling process and analyse SWAT model outputs. Swat Owl is an effort to bring these tools 
together in one package. Two main objectives have driven the development of Swat Owl, these 
are to: 
• Provide a quick and easy way to read and visualise model outputs. 
• Provide a quick and easy way to automate the changing of parameters followed by the 

running of SWAT. 
 

As the SWAT model develops and the SWAT community widens, tools for processing SWAT 
data, running scenarios, and processing results will continue to be developed. It is important that 
this knowledge is shared. This paper gives an overview of the tools and methods in the Swat Owl 
package and the thinking behind its development.  

The Swat Owl tools have been developed in the context of a major programme at Anglian Water 
(in Cambridge, UK) to model 23 of their surface water catchments in SWAT and use them to 
assess catchment management issues. This work involves the equivalent of two full-time SWAT 
modellers over a two-year period and for a project of this scale efficiencies are important. 

This paper sets out the rationale for Swat Owl and gives an overview of the tools and their 
development. A Swat Owl user guide is presented in Appendix A. 

Rationale for Swat Owl 

Review of other SWAT Tools 

Before the tools in Swat Owl were developed, an evaluation of other useful SWAT tools was 
completed. SWAT Error Checker and SWAT-CUP stand out as adding most value to the 
modelling process. These two tools have both been used in the Anglian Water modelling 
programme and the Swat Owl tool is considered to be complementary to them. An overview of 
the SWAT Error Checker and SWAT-CUP is given below. 

SWAT Error Checker 

SWAT Error Checker provides a useful overview of the output files in SWAT. It concentrates on 
high-level outputs, providing overviews of the catchment hydrology, sediment loading, nitrogen 
cycle, plant growth, reservoir balances etc. It performs simple checks to identify potential model 
issues and generates warnings if any are found. 

The strengths of SWAT Error Checker lie in its presentation of many different high-level 
overviews, much of the information is diagrammatically shown, and it can quickly and easily 
screen model issues. 
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SWAT-CUP 

SWAT-CUP (Abbaspour, 2007) is a sophisticated tool for setting up and running calibration 
scenarios. It uses a bespoke script to define ranges, over which input parameters can be tested, 
making it a very powerful tool for calibration and uncertainty analysis. SWAT-CUP calibrates 
time-series datasets, using metrics such as Nash-Sutcliffe, and produces graphs with simulation 
results showing uncertainty ranges. 

The strengths of SWAT-CUP lie in its ability assist with understanding the sensitivities of each 
parameter and optimize model calibrations. 

The Purpose of Swat Owl 
Swat Owl has been built with the ability to run a series of SWAT models after changing a 
particular parameter, and then quickly visualise and compare the outputs of each model after 
each change. 

SWAT Error Checker provides some of the required functionality but it is unable to rapidly step 
through a number of different SWAT model runs to compare the results. In addition, it only 
compares results at a high level, with no time-series data. Likewise SWAT-CUP provides some 
of the required functionality through analysis of flow series data. However, model results are not 
saved between runs so the user can only compare the impact of the most recent model parameter 
changes on the current model output – understanding of the model changes is limited without 
being able to interrogate the output of each model run. 

Swat Owl is intended to be complementary to SWAT Error Checker and SWAT-CUP, filling the 
gap between the very effective high-level checks SWAT Error Checker provides and the 
powerful calibration and sensitivity analysis engine of SWAT-CUP. 

Use of Swat Owl for SWAT Modelling 
Model calibration is more than simply matching modelled and observed flow (or water quality) 
using parameters to give a good statistical correlation; it also requires good representation of the 
various hydrological pathways. Swat Owl provides the means to understand the effect of 
parameterisation and calibration by displaying time series data for the key hydrological pathways 
at watershed, subbasin, and HRU level, and provides calibration analysis for time-series flow 
data. 

Since the outputs of model runs are saved it is easy to review the effects of model changes. 
Through automation of model runs a large amount of valuable data can be generated, avoiding 
the slow process of making changes to the model database tables and then updating the text files. 
This adds value to the modelling process by: 
• Speeding up parameterisation and calibration actions 
• Widening the scope for completing additional model runs to aid understanding of the model 

parameters.  
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The Swat Owl Tools 

Overview 
 The tools in Swat Owl are broadly categorized as follows: 
• A scripting tool allowing SWAT runs to be automated 
• Graphical outputs of key hydrological parameters: 

o Average annual water balance. 
o Monthly water balance. 
o Subbasin outputs 

• HRU outputs. 
• Correlation analysis of modelled and observed flows. 

SWAT Run Automation Tool 
A SWAT-run automation tool enables the user to automatically (and in sequence):  
• make changes to the model database files; 
• update the SWAT text input files from these tables; 
• run the SWAT model; and then, 
• save key model outputs to a new folder. 

This is the ‘engine’ room of Swat Owl, allowing the user to set up multiple runs, let SWAT run, 
and then inspect the results files and compare the runs with other Swat Owl tools. Model changes 
are made using a script which integrates SQL (Structured Query Language) ‘UPDATE’ 
commands. The SQL commands make changes to the model database tables and Swat Owl keeps 
track of which tables have been changed and then updates the text input files (in the TxtInOut 
directory). Figure 1 illustrates this process.  

After each run the following SWAT output files are copied to the new directory. 
• output.hru 
• output.mgt 
• output.pst 
• output.rch 
• output.rsv 
• output.sed 
• output.std 
• output.sub 
• output.wtr 
• basins.bsn 
• input.std 
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Figure 1: SWAT Model Automation 

   

Annual Water Balance 
The annual water balance tool reads outputs from the ‘output.std’ file and presents them on a 
hydrological cross-section (borrowed from the SWAT theoretical documentation (Arnold Et Al, 
2012). It also provides the water balance numbers in a text box.  

The concept of the cross-section populated with the water balance values is borrowed from 
SWAT Error Checker. As an addition, Swat Owl includes the Tile Flow water balance 
component. 

The annual water balance is an important output of the SWAT model. When building a 
hydrological model typically the average annual water balance provides a first check of 
hydrological water balance components. The modeller will want to see whether the ratios of 
various water balance parameters are within expected ranges and whether they fit with their 
conceptual understanding of the catchment. The average annual water balance will be reviewed 
as the model calibration develops, especially after major changes are made, and when watershed 
parameters are changed. 
Appendix A5 provides a guide to using of the Average Annual Water Balance tool. 

Monthly Water Balance 
The monthly water balance tool reads the monthly values from the ‘output.std’ file for key 
hydrological components and provides an overview of the changes to the hydrological 
components over the duration of the model run time. Each component is displayed as a separate 
chart and a summary chart showing the breakdown of the components contributing to overall 
yield is shown. 

SQL Script 

Change model database 
tables using SQL ‘Update’ 

 

Run SWAT Model 

End 

Write SWAT input files 
using database tables 

Copy SWAT outputs into a 
new directory (named using 

date and time of run). 
   

Start 

Inspect Model 
Outputs 
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Water balance components are given in millimeters. Typically the monthly water balance will be 
used to understand the key changes that take place in the model when basin wide parameters are 
changed and when any substantive change is made to hydrological or crop growth parameters. It 
helps provide an understanding of how hydrological components vary in proportion to one 
another (most often driven by seasonal changes). It is also used to diagnose any fundamental 
problems in the model – for instance if a component fails to reach a steady state, disappears, or 
doesn’t appear in a certain timeframe, it could indicate model issues. 

Appendix A6 provides a guide to using of the Monthly Water Balance tool. 

Subbasin Outputs 
The subbasin outputs tool reads monthly values from the ‘output.sub’ file and the ‘output.rch’ 
file. It provides a chart, for each subbasin, showing the main water balance components and 
shows the soluble pesticide exiting each subbasin. 

All the subbasins are plotted on the same scale so that the magnitude of flow out of each 
subbasin can be compared. The tool provides the opportunity to compare between the relative 
components of stream flow in each subbasin – this enables the user to check whether the 
hydrological pathways and water quality dynamics have been modelled in each subbasin (or a 
sample of subbasins) is in line with the conceptual understanding of the catchment. 

Appendix A7 provides a guide to using of the Subbasin Output tool. 

HRU Output (and Crop Growth) Tool 
The HRU output tool reads monthly hydrological parameters from the ‘output.hru’ file. Up to 
three HRUs can be compared side-by-side with each water balance component presented in a 
different chart over a selected period. 

When a particular change has been made to a model parameter at HRU level it is useful to see 
the impact on the particular HRUs in question as well as the impact on the calibration. The HRU 
tool also allows the user to drill down on issues limiting the hydrological calibration, usually 
once they have assessed the watershed balance and the subbasin outputs. Although a detailed 
analysis of what is happening at the HRU is often not appropriate, understanding the output of 
selected HRUs can help diagnose model issues. 

The growth output tool is an extension of the HRU tool and reads key crop growth parameters 
from the ‘output.hru’ file. The output shows whether particular crops in particular soils are 
growing and what is constraining any growth, providing an easy first check of what is happening 
in each HRU. 

Appendix A8 provides a guide to using of the HRU Output tool. 

Calibration Analysis Tool 
The calibration analysis tool reads flows from the reach files (reach.dat) specified when the 
SWAT model is configured (see fig.fig file). For each of these reach files it looks for a 
corresponding file, created by the user, which contains the observed flows for the same reach. 
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Observed and modelled flows are read in, processed, and then presented graphically along with 
key calibration statistics for a model period specified by the user. Built-in algorithms filter the 
data to exclude periods where there is no observed data or where it is erroneous. 

Analysis is completed for every pair set of data (observed and modelled flows) that is found in 
the SWAT output directory (TxtInOut) with the plotted data shown for consecutive days of 
recorded (and validated) data. 

The graphical outputs of the tool include: 
• A plot of observed and modelled flows on over the select period (the modelling period by 

default) 
• A plot of cumulative observed and modelled flows over the selected period. 
• A plot of rank modelled and observed flows over the selected period. 
• A plot of observed and modelled flows excluding any periods where observed flows was 

missing and plotted against number of days from the model start (only counting days with 
valid data). 

The statistical outputs of the tool compare modelled and observed flows over the selected period 
and include: 
• NSE (Nash Sutcliffe Efficiency) 
• RSR (the ratio of the root-mean-square error of simulated streamflow to the standard 

deviation of the measured data) 
• PBIAS (Percentage bias) 

Appendix A10 provides a guide to using of the Calibration Analysis tool. 
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Technical Development of Swat Owl 

Overview 
The technical development of Swat Owl described below relates to Swat Owl version 1.0.  

It is beyond the scope of this paper to document the code behind the tools. However, below is a 
summary of the important procedures, methods and code libraries which Swat Owl uses: 
• The Swat Owl code language is VB.net 
• ZedGraph plug-in was used as the main graphing component. 
• ADODB connection was used to read and write data to the model database. 
• General Expressions were used to parse text files. 
• LINQ was used to summarise and filter SWAT data. 

Limitations and Planned Development 
A more complete review of Swat Owl is planned along with more thorough debugging. Table 1 
show a list of the limitations and issues, which have been identified to date, and the proposed 
action to address them. 

Table 1: Swat Owl Limitations and Issues and Proposed Action. 

 

 

 

Item Limitation / Issue Proposed Action 
1 Only reads monthly data from Subbasins, 

reaches and HRUs files 
Reading daily data is not currently a requirement 

2 Automated changes to SWAT parameters 
is restricted to a few tables  
(bsn, gw, hru, mgt, sol, pest) 

Other tables are being added as required and 
prioritized by current Swat Owl use. 

3 May not work with every version of the 
SWAT and ArcSWAT executable. 

Should be tested with all versions of SWAT. 
Minor changes to text parsing routines may be 
required. 

4 It is not fully tested outside of Windows 
7 (64bit) or on slower computers. 

Further tests planned. 

5 Swat Owl was designed using a screen 
resolution of 1680 by 1050.  

Further tests planned.  It could be optimised for 
different resolutions. 

6 Multicore threading could be used to 
speed when batch running SWAT. 

This would speed up calibration by allowing 
model runs to be done in parallel – not a priority 
at present. 
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Conclusion 
Swat Owl provides a rapid way of comparing the results of several SWAT model runs following 
changes to parameters and allows the user to assess the effects the parameters have on the 
hydrological and chemical pathways, and crop growth. The user can step through and easily see 
the results after changing each parameter. In this way Swat Owl is a useful aid to model 
parameterisation and calibration. 
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Appendix A – Swat Owl User Guide 

Introduction 
This user guide relates to version 1.0 of the Swat Owl packages. Each of the tools within Swat 
Owl is presented with simple instructions for their use.  

Overview of Swat Owl Window 
Figure A1 gives an overview of the main Swat Owl window highlighting the main areas for, 
model run selection, tool selection, and the output window. 

 Figure A1: Overview of Swat Owl Tool 
 

 
 1. Model run selection panel. 

2. Tool/settings selection tab. 
3. Main input/output window. 

 

 

 

 

 

3 

2 
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Selection of Model Run Files 
Figure A2 shows the model run selection panel which allows the user to select which set of 
SWAT model results to display based on the directory where the output files are stored. The 
panel lists all the subdirectories which lie within the folder called specified by the user setting 
‘SCENARIODIR’. 

 Figure A2: SWAT Model Run Selection Panel 
 

 
 1. Click on results directory (or use up/down keys) to select SWAT run from directory list. 

2. Double-click on the blue bar to show or hide directory selection panel. Drag left/right to 
resize panel. 

3. The data and charts in the model output window is updated when the directory is 
changed. 

 

3 

1 
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Swat Owl Settings 
Figure A3 shows the settings tab where the key model parameters are established. The settings file 
‘C:\Users\%USERNAME%\AppData\Local\SwatOwl\SwatOwlSettings.txt’ is used to instruct Swat Owl 
which files to load on start-up along with the locations of the model files etc.  

 Figure A3: Swat Owl Settings 

  

 

1. Click ‘Edit Settings’ (or Open in Text Editor) to edit the ‘SwatOwlSettings.txt’ file. 
2. Edit the settings in this text box using the example format.(and then click ‘Save Settings’) 
3. On ‘Save Sttings’ the settings bed replicated here, where they can be checked. 
4. Use the buttons here as convenient links to open model files and directories. 

 

Note: If Swat Owl is not functioning properly after changes to the settings, it may be that 
some of the settings needed to take effect at start-up. Closing and reopening Swat Owl should 
resolve this. 

 

2 
1 

3 
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Automation of SWAT Runs 

Figure A4 shows the ‘Run Scenarios’ tab containing a tool for automatically making changes to 
SWAT and running scenarios. A script can be entered to batch run SWAT, making model 
changes between each run. Model runs are logged and their outputs are saved. 

 Figure A4: Automated Parameter Changing and Model Runs 
 

 
 1. Click on ‘Load log’. This loads the ‘SwatRunLog.txt’ file which is stored in the TxtInOut 

directory. (After first use the log file should automatically load). 
2. Enter Swat Owl SQL scripts, followed by ‘RUN’ after each set of changes. Each line 

must contain a complete SQL statement, a comment or a RUN command. A comment is 
marked with the ‘#’ symbol. The model is run with the ‘RUN’ command (must be in 
capital letters). 

3. Click on “Run Scenarios” to RUN the script. Messages (including any run-time errors) 
will be written into the text box to the right of this button. 

4. The log file is updated by Swat Owl after each run, however it can be updated manually, 
for instance to include additional notes, and then saved. 

1 
2 

3 

4 
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Writing a Script 
The tool recognises SQL ‘update’ queries. Each line must contain a complete SQL statement, a 
comment or a RUN command. A comment is marked with the ‘#’ symbol. The model is run with 
the ‘RUN’ command (must be in capital letters). 

Example1: Example2: 
#Scenario 1a: ESCO and EPCO 
UPDATE bsn SET ESCO = 0.25 
UPDATE bsn SET EPCO = 0.5 
RUN 
#Scenario 1b: ESCO and EPCO 
UPDATE bsn SET ESCO = 0.5 
UPDATE bsn SET EPCO = 0.1 
RUN 
#Scenario 1c: ESCO and EPCO 
UPDATE bsn SET ESCO = 0.75 
UPDATE bsn SET EPCO = 0.3 
RUN 
 
Three SWAT model runs are completed 
based with different values of ESCO 
and EPCO 
 

#Scenario 1a: Update ESCO 
UPDATE hru SET DEP_IMP = 4500 WHERE SOIL LIKE '%WICK%' 
UPDATE hru SET DEP_IMP = 1510 WHERE SOIL LIKE 
'%BANBURY%' 
RUN 
 
 
 
 
 
 
 
 
One SWAT model runs is completed, after altering the value of 
DEP_IMP for two different soils 
 
N.B: The wildcard in VB.NET is ‘%’ whereas in access VBA it is ‘*’. 

Note: At present Swat Owl is only capable of writing the following mdb tables to text files:  
In the model mdb: 
• bsn, gw, hru, mgt, sol 
In SWAT2009.mdb 
• pest 
ArcSWAT or SWAT Editor should be used to update other files. 
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Annual Water Balance 
The ‘Annual WB’ tab provides an overview of the model annual average water balance, as 
shown in Figure A5. The values are updated from the ‘output.std’ file when the selection is 
changed in the Model Run Selection Panel.  

 Figure A5: Annual Water Balance 
 

 
 1. This area summarises the key water balance components on a hydrological cross-section. 

2. The average annual basin values, taken from the output.std file are displayed here. 
3. A summary of calculated water balance ratios is provided. 

 

1 

3 
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Monthly Water Balance 
The ‘Monthly WB’ tab provides an overview of the model monthly water balance, as shown in 
Figure A6. The values are updated from the ‘output.std’ file when the selection is changed in the 
Model Run Selection Panel.  

 Figure A6: Monthly Water Balance 
 

 

 1. Individual monthly water balance components from the output.std file are shown here for 
the selected period, including: Precipitation, SurQ, LatQ, GWC, Percolate, Tile Q, SW, 
ET, PET (please refer to the SWAT Input/output manual for definitions of these 
parameters). 

2. A stacked graph showing the breakdown of the components contributing to the total yield 
(contribution to catchment stream flow) is shown here. 

3. These text boxes show the monthly values from the output.std file before and after 
processing them into a tabular format. 

 

 

 

 

1 

2 
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Subbasin Outputs 
The ‘Monthly WB’ tab provides an overview of the components contributing to the total yield 
(contribution to catchment stream flow) for each basin as shown in Figure A7. The values are 
updated from the ‘output.sub’ and ‘output.rch’ files when the selection is changed in the Model 
Run Selection Panel. In order to use this tool the SWAT model should be run with model outputs 
set to a monthly time-step. 

 Figure A7: Subbasin Outputs 
 

  
 1. Outputs are charted for every subbasin in the model. Subbasin graphs are added top to 

bottom, followed by left to right. 
 

 

 

 

1 
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HRU Outputs 
The ‘HRU’ tab provides an overview of the hydrological outputs for selected HRUs as shown in 
Figure A8. The data is taken from the ‘output.hru’. The values are updated when the selection is 
changed in the Model Run Selection Panel or when a new HRU is selected. In order to use this 
tool the SWAT model should be run with model outputs set to a monthly time-step and to write 
the full set of HRU values. 

 Figure A8: HRU Outputs 
 

 
 1. Select up to three HRUs to be compared from the full list of HRUs.  

2. Key hydrological parameters are displayed for each HRU. (Scroll down in the tool to see 
more parameters). 

2 

1 
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Outputs for the HRUs are extended onto the ‘Growth’ tab which shows key crop growth 
parameters for the plants in each HRU, as shown in Figure A9. 

 Figure A9: Subbasin Outputs 
 

 
 1. Selected HRUs are shown here. (To make a new selection refer to the HRU tab) 

2. Crop growth parameters for selected HRUs. 
 

 

 

1 

2 
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Analysis Outputs 
The ‘Analysis’ tab, as shown in Figure A10, provides outputs showing statistical and graphical 
analysis of the calibration between observed and modelled flows for selected model reaches. The 
values are updated when the selection is changed in the Model Run Selection Panel or when a 
new HRU is selected.  

 Figure A10: Reach Calibration Analysis 
 

 
 1. The observed and modelled flow series for the selected period. 

2. Cumulative observed and modelled flows for each modelled day with valid observation 
data. 

3. Modelled and observed flow (ranked by magnitude of observed flows) for each modelled 
day with valid observation data. 

4. Correlation analysis for observed and modelled flow series showing: 
• NS (Nash-Sutcliffe) value 
• PBIAS (Percentage Bias) 
• RSR (ratio of root-mean-square error of simulated streamflow to the standard 

deviation of the measured data) 

3 
2 

1 
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Calibration Input File Formats 
Modelled data is read from the reach files which should be specified in fig.fig file, using the 
following filename format: 
• reach?.dat (where ? is the number of each modelled reach to be analysed 
 
Observed data is read from text file prepared by the modeller. A file corresponding to each 
reach?.dat file should be prepared are placed in the model ‘TxtInOut’ folder using the following 
filename format: 
• ObsFlow?.csv (where ? is the number of each modelled reach to be analysed 
Each CSV should start on the same date as the model outputs and should be formatted following 
the example given below: 

Date,Q[m3/s] 
01/01/2005, 0.020  
02/01/2005, 0.023  
03/01/2005, 0.032  
04/01/2005, 0.07  
05/01/2005, 0.075  
etc. 
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Graph Functionality 
The graphs within Swat Owl contain a number of different features. Figure A11 gives and 
overview of some of the graph features that accessed by the user. 

 Figure A11: Graph Functions in Swat Owl 
 

  
 A context menu can be activated by right-clicking on the charts within Swat Owl. The 

context menu contains two sets of menu items. 
1. Generic methods included in ZedGraph (the graphing module used). See 

http://zedgraph.sourceforge.net. 
2. Custom menu items added for Swat Owl, including: 

• Edit Colours – Allows the colour of plotted data series to be changed. 
• Toggle Full Screen – Shows a larger version of the selected graph. 
• Select Chart Series – Shows or hides chart series as per selection. 
• Alters the chart start and end dates.  

Additional graph features are available using the mouse buttons: 
3. Use the mouse buttons with the graph background selected: 

• Draw a box whilst click and holding the left mouse button to zoom in/out. 
• Use the scroll button to zoom in or out. 
• Click and hold the scroll button to pan in any direction. 
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Abstract 
Pesticides used for crop protection are leached with rainfall events to groundwater and surface 
water. The bioavailable dissolved fraction threatens the fluvial ecosystems. Pesticide partitioning in 
the environment is therefore one of the key pesticide fate processes that should be properly 
formalized for risk assessment. In modelling approaches, the partition coefficient Kd is usually 
estimated from different empirical models based on laboratory batch studies, such as Karickhoff 
equation. We first showed that the partition parameter in SWAT was more sensitive in the river 
network than in the soil. Therefore we sought a new relationship for Kd in rivers, relating Kd to the 
octanol/water distribution coefficient Kow and to the Total Suspended Matter (TSM) concentration. 
This relationship was obtained from in-stream measurements of TSM and of Particulate Organic 
Carbon (POC) sampled from 2007 to 2010 at the outlet of the 1110 km² Save catchment. We also 
calculated the Kd values of 7 pesticide molecules for both high flow and low flow periods (2009-
2010). We sought a relationship between TSM and the percentage of POC in TSM. We related the 
organic carbon normalized partition coefficient Koc to Kow. We showed a bias of 0.5 between in-
stream observed Koc average values and Koc values calculated with Karickhoff’s equation. Thus, we 
expressed Kd depending on the widely literature-related variable Kow and on the commonly observed 
and simulated TSM concentration: Kd became a variable in time and space depending on simulated 
TSM concentration. The novel equation can be implemented in the SWAT model. 
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Introduction 
Intensive agriculture is known to have a detrimental effect on soils, on surface water and on 
groundwater quality. Organic pollutants, such as excessive pesticides loading from cultivated 
land, are transferred to surrounding surface water either dissolved or sorbed to particles, and may 
be harmful to aquatic ecosystems (Betekov et al., 2013; Polard et al., 2011; Proia et al., 2013). 
Pesticides loads may also render stream water and groundwater unfit for drinking water 
provision (EC, 1998). Recent studies in the south-western France area showed the role of intense 
rainfall events such as floods on pesticides fate and transport (Boithias et al., 2011, 2014; 

Taghavi et al., 2010, 2011). Understanding pesticide 
dynamics during storm events is actually of major 
importance to assess surface water quality 
degradation risk and models, such as SWAT (Arnold 
et al., 1998), are useful for large-scale assessments. 
However, Boithias et al. (2011, 2012) showed that 
the partition of pesticide modeled with SWAT could 
be not realistic (see the inversion of partition during 
the beginning of May 2010 flood in Fig. 1). 

Adsorption of pesticides to the solid phase (organic 
matter and clay content) is a key process driving the 
transport and fate of pesticides in the environment 
that is usually quantified by the partition coefficient 
Kd. To parameterize Kd in the SWAT model, Neitsh 
et al. (2009) suggest to use both the relationship of 
Karickhoff et al. (1979) between the organic carbon 
normalized partition coefficient (Koc) and the 
octanol/water distribution coefficient (Kow), together 
with the assumption of Chapra (1997) regarding a 
constant organic matter content (foc). Thus, Kd is 
defined for each molecule as a constant value in time 
and space for a whole drainage network. 
In this study, we handle the hypothesis that Kd varies 

over time and space following the dynamics of suspended matters and specifically the dynamics 
of organic fraction, and that this dynamics should be more accurately included within the SWAT 
model for its further use as a large scale pesticide fate model. The aims of this study were 
therefore (1) to check to which extent the Kd depends on the hydrological regime, (2) to check 
which parameters in the SWAT model are mostly driving the pesticide partition, and (3) to 
establish a relationship between Kd, Kow and TSM. Thus the pesticide-specific Kd parameter 
could become a variable in time and space, implementable in the SWAT model. 

Material and methods 

Study area 
The river Save is located in south-western France and drains an area of 1110 km² (Fig. 2). Calcic 
soils stem from molasses and represent 61% of the whole catchment area with a clay content 
ranging from 35% to 50%. They are located on the top of the hills and on their slopes. Non-

Fig. 1. Simulated and observed 
metolachlor concentrations at the outlet 
of the Save catchment during the 2010 
April-June high flow period (adapted 

from Boithias et al., 2011, 2012). 
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calcic silty soils represent 30% of the soil in this area (40–60% silt). They are mainly located 
downstream, close to the Garonne alluvial plain. Alluvial deposits are found along the streams 
and represent 9% of the catchment area (Boithias et al., 2013). Top soil organic matter content is 
about 2% (Veyssy et al., 1999).  

 
Fig. 2. The Save river catchment (localization, altitudes, soils and land uses). 

The climate is temperate oceanic. The river Save hydrological regime is mainly pluvial with a 
maximum discharge in May and low flows during the summer (July–September). The annual 
precipitation is of 600 to 900 mm with an annual evapotranspiration of 500–600 mm (1998–
2010). Mean annual discharge measured by the hydrometric station at the catchment outlet is 
about 6.1 m3 s-1 (1998–2010). During low flows, the river flow is sustained upstream by the 
Neste canal (about 1 m3 s-1) that derives water from a Pyrenean river for irrigation purpose (data 
from Compagnie d’Aménagement des Coteaux de Gascogne – CACG).  

Approximately 90% of the catchment surface is devoted to agriculture. The upstream part of the 
catchment is a hilly agricultural area mainly covered with pasture and forest associated to cereals 
and corn on small plateaus (Macary et al., 2013). The downstream part is devoted to intensive 
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agriculture with mainly both corn grown as monoculture and a 4–year crop rotation alternating 
winter wheat with sunflower and corn, sorghum or soybean. The 110 km2 of corn are irrigated 
with 210 mm yr-1 of water from July to September (Boithias et al., 2013). 

Observed data 
The river Save discharge was monitored continuously from 2007 to 2010 at the catchment outlet 
gauging station (Fig. 2) by the CACG. Also at the catchment outlet, Total Suspended Matter 
(TSM) and Particulate Organic Carbon (POC) were monitored from July 2009 to October 2010, 
both manually and automatically, as described in previous studies on the same catchment 
(Oeurng et al., 2011). An automatic water sampler, connected to a probe, was programmed to 
activate pumping water for 30 cm water level variations during high flows, for the rising and 
falling stages, thus providing 1 to 29 river water samples per stormflow event depending on its 
intensity. Grab sampling was also undertaken near the probe position at weekly intervals during 
low flow. TSM and POC laboratory analysis were performed as described in Oeurng et al. 
(2011). Additional POC and TSM concentrations measured from January 2007 to March 2009 
(Oeurng et al., 2011) were used in this study. The pesticide laboratory analysis of the 170 
collected samples was performed as described by Taghavi et al. (2010, 2011) on both filtered and 
unfiltered extracts of the same sample of water with a limit of detection ranging between 0.001 
to 0.003 µg L-1 depending on the molecule. A total of 7 non-charged molecules with log(Kow) 
values ranging from 1.5 to 4.8 (mean = 3±1) were considered in this study (alachlor, atrazine, 
deethylatrazine (DEA – metabolite of atrazine), isoproturon, metolachlor, tebuconazole and 
trifluralin). 

Values of TSM, POC and pesticides concentrations were aggregated at hydrological event scale 
in order to avoid the bias stemming from the data sampling frequency. Kd (L mg-1 or m3 g-1) at 
hydrological event scale were then calculated based on the measured pesticides concentrations in 
raw and filtered water samples: 
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where Csorbed (µg mg-1 or mg g-1) and Csoluble (µg L-1) are the observed pesticide concentrations in 
sorbed and dissolved phases respectively. Koc ((mg gC-1) / (mg m-3)) at hydrological event scale 
were calculated following: 
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where foc is the organic matter content included in TSM (gC g-1). 

Sensitivity analysis 
In the SWAT model, the partition of pesticides is differently expressed depending on the 
modeled compartment (Neitsch et al., 2009) (Table 1). 
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Table 1. Partition coefficients in the SWAT model. 

Partition in soil (Kp) Partition in river (Fd) 

𝐾𝑝 = 𝑓𝑜𝑐 ∙ 𝑆𝐾𝑜𝑐 𝐹𝑑 =
1

1 + 𝐶𝐾𝑜𝑐 ∙ 𝑇𝑆𝑀
 

The sensitivity of the inputs SKoc and CKoc driving the partition in SWAT was assessed for both 
metolachlor and aclonifen at catchment outlet. It was calculated as the average (S) of 10 relative 
sensitivity indices (Si) (Melching and Yoon, 1996): 
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With P the prediction (the 1998−2010 average ratio between sorbed and dissolved pesticide 
loads in the soil and at the catchment outlet, respectively) and I the input value (SKoc or CKoc, 
respectively). The sensitivity analysis was performed on a previously calibrated SWAT project 
regarding hydrology, suspended sediments, nitrate and pesticides (Boithias et al., 2012, 2013). 
Both the SKoc and CKoc were changed within a [−50%;+50%] range with regard to the calibrated 
values of SKoc and CKoc. 

Results from the field 
The data set allowed segregating 11 high flow periods and 5 low flow periods. The Kd values (Fig. 3) 
calculated at the outlet of the Save catchment are in the range of the Kd value reported by other 
studies in the environment by Maillard et al. (2011), Taghavi et al. (2010) and Tomlin et al. 
(2009). A dominant trend for all molecules is that Kd changes depending on the hydrological 
regime: (1) the minimal Kd value is observed during high flows and (2) the median Kd value 
increases during low flows.  

In addition, strong correlations are found between POC and TSM (R2 = 0.97) and between POC 
and maximal discharge (R2 = 0.92), suggesting that Kd strongly depends on the discharge 
(Boithias et al., 2014). 
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Fig. 3. Kd values of 7 pesticide molecules at the outlet of the Save catchment during high 

flow and low flow (2009-2010) (Boithias et al., 2014). 

Results from the SWAT model 
The sensitivity analysis shows that the parameter driving the partition in the river is three times 
more sensitive than the parameter driving the partition in the soil for both pesticides modeled 
with SWAT (Table 2). Therefore, we focus on the SWAT parameter driving the partition in the 
river (CKoc). 

Table 2. Sensitivity indices of partition coefficients in both soil and river (outlet) within the 
SWAT model for both metolachlor and aclonifen pesticides. 

 Si mean  

 Metolachlor Aclonifen 

Partition in the soil (SKoc) -0,44  -0,30  

Partition in the river (CKoc) -1,17  -0,95  
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A novel equation to be implemented in the SWAT model 
Using the Kd = foc · Koc equation, we sought a relationship between foc and the TSM 
concentration, that is easily measurable and simulated in the SWAT models, and between Koc and 
the widely literature-related variable Kow. 

Relationship between foc and TSM 
The Fig. 4 shows that foc (-) decreases when TSM (mg L-1) increases, following a hyperbolic 
equation (please see Boithias et al. 2014 for full details): 

02.0
5

09.0
+

−
=

TSM
foc  

The vertical asymptote is the minimal TSM concentration at catchment outlet, whereas the 
horizontal asymptote is the rate of organic matter reported for south-western France top soils.  

 
Fig. 4. Relationship between the measured total suspended matter (TSM) and the measured 

organic carbon content in TSM (foc) at the outlet of the Save catchment (data collected 
from 2007 to 2010) (Boithias et al., 2014). 

Relationship between Koc and Kow 

The Fig. 5 shows that Koc and Kow are related by the following equation (please see Boithias et al. 
2014 for full details): 

4.001.0 owoc KK ⋅=  

Where Koc is in ((mg gC-1) / (mg m-3)) and Kow is in ((mg moctanol
-3) / (mg mwater

-3)). It is worth 
noting that in the case of the Save catchment, the slope of the equation is about two times lower 
than the slope calculated from the equation published by Karickhoff et al. (1979). The conditions 
of experiments described in Karickhoff et al. (1979) were different to ours in the Save river 
catchment. Karickhoff et al. (1979) worked in batch laboratory conditions, using sediments of 
homogeneous silt fractions and dilution rates that are not the ones reported in the Save river 
water. Also, the average log(Kow) value of the molecules they studied is two logarithmic units 
higher than the average log(Kow) value of the molecules we analyzed. Please see Boithias et al. 
(2014) for full details. 



 

8 

 
Fig. 5. Relationship between Koc and Kow at river Save catchment outlet for 7 pesticide 

molecules (alachlor, atrazine, deethylatrazine, isoproturon, metolachlor, tebuconazole and 
trifluralin) (data collected from 2009 to 2010) (Boithias et al., 2014). 

Conclusion 
This study provided a Kd (L mg-1 or m3 g-1) calculation method based on the easily measurable 
and easily SWAT modeled TSM concentration, and on the widely literature-related variable Kow: 
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This study also highlighted that: 

 
1. The sensitivity of the partition coefficient parameter in the SWAT model is three times 

stronger for the river than for the soil. 
2. The hyperbolic relationship between TSM and foc allows predicting Kd for each hydrological 

condition through the simple measure or the easy simulation of TSM. Kd is expressed for 
each molecule through its specific Kow. 

3. The use of the equation of Karickhoff et al. (1979) for pesticide partition in river may not be 
suitable to parameterize the SWAT model, as such Koc values do not include the full 
variability depending on the hydrological conditions. 

4. The parameters of the latter equation are easily understandable, and few data of discharge, 
TSM, POC and corresponding pesticides concentrations are needed to properly calibrate its 
parameters. 

 
At last, the here-suggested equation can be applied to a wide range of catchments and organic 
contaminants. 
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Abstract 
 

The UK Water Industry is concerned about metaldehyde (used in some molluscicides) which is being 
found in surface water and groundwater. A regulatory limit of 0.1µg/l of any pesticide is in place for 
drinking water. Concentrations above this limit have been recorded in raw water and metaldehyde is 
difficult and expensive to remove through water treatment. Anglian Water, the largest UK water 
company by area, is exploring the potential benefits of working with the agricultural sector to change 
how, where and when metaldehyde is used – work which falls under their catchment management 
programme. 

The potential effectiveness of catchment management in reducing diffuse metaldehyde pollution is 
being investigated using SWAT. In total, 23 surface water catchments are being modelled. The 
models are being calibrated using measured stream flows and metaldehyde concentrations. 
Catchment management scenarios are then modelled by changing the land use and management 
operations in SWAT. 

New approaches and tools have been developed to apportion arable crop types based on historic 
percentages of arable land and assuming typical crop rotations. Stochastic techniques have been 
used to select subbasins/HRUs to implement catchment management scenarios by changing land 
use and reducing metaldehyde applications, and/or using alternative pesticides. The results of these 
scenarios are informing Anglian Water’s business planning for catchment management. 

This paper describes how SWAT is being used to test catchment management scenarios; sets out 
the methods that have been developed to implement the scenarios; and, shows how the results are 
being compared and interpreted. 

Keywords: SWAT, catchment management, pesticide, metaldehyde, diffuse pollution, water quality, 
land use, management operations. 
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Introduction  
 
Anglian Water is assessing the feasibility of using catchment management solutions to improve 
raw water quality at their drinking water abstractions. The primary driver is the existing 
regulatory standard of 0.1 µg/l for individual pesticides in drinking water (EU Drinking Water 
Directive 98/83/EC) and Article 7 of the Water Framework Directive (2000/60/EC).  
Metaldehyde is a pesticide used in some molluscicides, which are applied to the soil to protect 
crops from slug damage during their early development – most typically, in East Anglia, to 
protect winter wheat and winter oil seed rape, which are sown in early autumn. Metaldehyde is 
primarily carried into water courses during rainfall-runoff events through direct run off, through 
field drains and through lateral flow through the soils. 

The objective of this project is to assess the feasibility of using catchment management measures 
to manage risk from metaldehyde to drinking water abstractions (river intakes, raw water 
reservoirs with natural catchments or pumped storage).  Measures considered include: 

• Promoting best practice as to how, where and when metaldehyde is used, 
• Encouraging reductions in the amount of metaldehyde that is applied to fields, and 
• Promoting use of alternative pesticides. 

Numerical models are being built using SWAT for 23 surface water catchments to assess the 
effectiveness of using catchment management measures to reduce in-stream metaldehyde 
concentrations and help to enhance understanding of how metaldehyde enters the watercourse. 
This is enabling a more targeted approach to catchment management to be developed. Alongside 
the numerical modelling stakeholder liaison is taking place (for example, with Catchment 
Sensitive Farming (CSF) groups and the UK Environment Agency. Figure 1, outlines this 
process. 

Figure 1: Overview of Anglian Water’s Surface Water Catchment Modelling Process 

 
This paper reports on how the approach to modelling the catchments has been developed since 
the modelling was initiated, building on approaches outlined in Sandberg & Elwell (2011). 
Methods have been developed to build the SWAT models in a way that allows Anglian Water to 
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explore catchment management issues. A selection of these methods has been presented in this 
paper, falling into the following categories: 

 
• Catchment conceptualisation. 
• Model set-up and development of tools 
• Calibration of in-stream metaldehyde concentrations. 
• Implementation of catchment management scenarios. 

Catchment Conceptualisation 
Significant efforts have been made to develop sound conceptual models of the modeled 
catchments in relation to available data and spatial scale. This includes identifying the principal 
pathways of metaldehyde in relation to soil type and land use.  A generic conceptual model was 
developed which can be refined for each catchment during the calibration process.  

Metaldehyde Pathways 

Given that metaldehyde was first detected in drinking water in 2007, there is relatively little 
information available on fate and behavior of the substance in the environment. However, a 
number of (unpublished) small-scale field studies indicate that the primary pathways of 
metaldehyde are via surface runoff and field drains in the autumn and winter. Bypass flow 
though soils cracks is also thought to be important, particularly where cracks are connected to 
underlying drains. Other possible pathways for metaldehyde from source into stream will 
include: 
• Direct application to water, ditches or drainage channels, and point sources from poor 

application and spillages 
• Lateral flow through soil matrix 
• Lateral flow via groundwater 
 
Additionally, upstream reservoirs, storage lakes, ponds and other areas of standing water may 
accumulate or attenuate metaldehyde, either increasing its concentration through evaporation  or 
diluting it where mixing takes place, also influencing metaldehyde concentrations in upstream 
storage. Finally metaldehyde can enters a water supply reservoir where it is influenced by 
rainfall, evaporation, abstraction for water supplies and irrigation, reservoir sediment levels and 
bedrock permeability.    

 
Metaldehyde can be transferred through the catchments in three forms: 
• Dissolved chemical; 
• Pellet Fragments; and 
• Chemical sorbed to mobilised sediments. 
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Table 1 and Figure 5 summarise the potential diffuse pathways and their relevance to the various 
forms of metaldehyde. 

Figure 5: Generic conceptual model of metaldehyde pathways and degradation. 

 
 
Table 1:  Relevance of pathways for different forms of metaldehyde. 
Pathway Pellet Dissolved in Water Sorbed to Sediment 
Surface Runoff X X X 
Infiltration through soil profile  X  
Underdrainage  X X 
Bypass Flow X X X 

Land use 

As metaldehyde usage is associated with particular crops it is important to establish an 
understanding of the cropping patterns within the catchments. Field scale data is not available for 
this study; hence a simplified set of possible rotations is defined for the catchments using generic 
information about rotation patterns on different types of soils within the Anglian region.  

To incorporate this to the SWAT models, a stochastic Excel tool was developed and is further 
explained below, in the ‘Assigning Crop Types and Rotations’ section.   
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Model Set-up and Development of Tools 
The models have been set-up with a view of an easy implementation of catchment scenarios. 
This includes ensuring that the delineation of Hydrological Response Units (HRUs) takes into 
account the key features identified in the conceptual models, such as the role of soil type on 
metaldehyde pathways. A number of pre-processing tools have been developed to simplify 
model set-up and to reduce the risk of error.  One of these (the crop rotation tool) is described in 
this section.  

Spatial Representation of Catchments 

The HRU definition splits subbasins into HRUs according to threshold percentages (by area) of 
soil, land use, and slope. For the catchment management scenarios the most important of these 
categories is land use, as the quantities of metaldehyde applied to arable land depend on crop 
types, followed by soil type. 

Catchment management scenarios differentiate between arable land use next to the main streams 
and further away and a method of differencing these areas, which can be employed in scenario 
testing, has been defined: 

• Buffer strips were drawn around the streams (as polygons in ArcGIS). As an example, in 
the Grafham catchment, which represents a large catchment covering approximately 
2600 km2 buffer strips were drawn at a distance of 1000 m and 2000 m around the stream 
lines. 

• The buffer strip polygons were used to intersect the land use layer creating a number of 
subcategories for each arable land use according to its maximum distance from the 
stream. 

• Further GIS processing was carried out to combine any polygons less than a threshold 
area into adjacent polygons. 

• The land use layer was reclassified according to these sub categories using three 
surrogate land use types (crop types are assigned to each HRU in the management 
operations set up). 

The sub-categorisation of the arable land increased the number of HRUs. To limit the number of 
HRUs the slope was defined as a single category as it was found that there was sufficient spatial 
distribution of the HRUs without using it (i.e. to accurately represent model domains and to run 
land management scenarios). Thresholds of 5% for land use and soils were used in the HRU 
definition. 

A flow chart showing the framework that was used to set up the HRUs is shown in Figure 3.   
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Figure 3: Implementation of HRUs for Catchment Management Model 

 

Assigning Crop Types and Rotations 

Crop rotations were included by assigning appropriate crop types to the HRUs for each model. 
For the catchment models, whilst detailed mapping showing arable land cover is available, there 
is insufficient data to accurately assign particular crop rotations to the HRUs. Instead, general 
knowledge of cropping patterns and information on the proportions of crops planted in each year 
was assumed to synthesise a crop planting schedule for each HRU. 

To match the percentages of each crop type in the catchment as closely as possible, a stochastic 
process was used. Crop rotations are randomly picked from a list of probable rotation sequences 
and the resulting proportion of crop types is compared with target crop proportions. The process 
iterates until the solution with the lowest residual error is found between simulated and observed 
land use proportions. A percentage tolerance, for which calculated and target levels should 
match, was allocated to each crop. The process is illustrated in Figure 4. 

The entire process is implemented in Microsoft Excel. The outcome is a matrix giving the 
complete list of HRUs with crop types for each year of the rotation sequence. Visual basic 
routines are then used to write the management tables for each based on this information and 
generic operations for each type of crop. 
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Figure 4: Stochastic Assignment of Land Use According to Target % 
          Randomly generated number 

corresponding to a rotation 
pattern 

Subbasin HRU* Area Selected 
Rotation Year 1 Year 2 Year 3 Year 4 Year 5 Year 6 

1 1 1.01 15 WWHT GRBN WWHT WWHT CANA WWHT  

 

 

 

Typical Rotations Patterns 

Rotation Year 1 Year 2 Year 3 etc 
1 CANA WWHT WWHT CANA 

2 WWHT CANA WWHT WWHT 

3 WWHT WWHT CANA WWHT 

4 CANA WWHT WWHT GRBN 

5 WWHT CANA WWHT WWHT 

etc WWHT WWHT CANA WWHT 

 
CANA: Winter Oil Seed Rape 

WWHT: Winter Wheat 
GRBN: Green Beans 

1 2 3.58 7 WWHT WWHT WWHT WWHT WWHT WWHT 
1 3 3.01 2 WWHT CANA WWHT WWHT WWHT WWHT 
2 4 2.23 5 WWHT WWHT WWHT WWHT CANA WWHT 
2 5 1.20 6 WWHT WWHT WWHT WWHT WWHT CANA 
2 6 1.76 9 WWHT CANA WWHT WWHT CANA WWHT 
3 7 0.97 14 GRBN WWHT WWHT CANA WWHT WWHT 
3 8 0.02 8 CANA WWHT WWHT CANA WWHT WWHT 
3 9 0.89 11 CANA WWHT WWHT GRBN WWHT WWHT 
3 10 2.89 5 WWHT WWHT WWHT WWHT CANA WWHT 
4 11 3.68 10 WWHT WWHT CANA WWHT WWHT CANA 
4 12 4.45 5 WWHT WWHT WWHT WWHT CANA WWHT 
4 13 1.82 11 CANA WWHT WWHT GRBN WWHT WWHT 
5 14 2.68 7 WWHT WWHT WWHT WWHT WWHT WWHT 
5 15 4.60 11 CANA WWHT WWHT GRBN WWHT WWHT 
5 16 1.59 6 WWHT WWHT WWHT WWHT WWHT CANA 
5 17 2.20 9 WWHT CANA WWHT WWHT CANA WWHT 
5 18 3.46 16 WWHT WWHT GRBN WWHT WWHT CANA 
6 19 3.06 11 CANA WWHT WWHT GRBN WWHT WWHT 
6 20 4.62 2 WWHT CANA WWHT WWHT WWHT WWHT 

etc.. 
   

  

CALCULATED % 
WWHT 78% 83% 82% 80% 69% 83%  

An acceptable solution is 
found when the calculated and 
target percentages are within 
the specified tolerance. 

CANA 20% 15% 12% 2% 31% 17% 
GRBN 2% 2% 6% 18% 0% 0% 

 

 TARGET %  
(Tolerance = ±5%) 

WWHT 80% 85% 80% 75% 75% 75% 
CANA 15% 10% 15% 15% 20% 20% 
GRBN 5% 5% 5% 10% 5% 5% 

 

Implementation of Metaldehyde Modelling in SWAT 
Metaldehyde was added to the SWAT pesticide database for each catchment model, it is 
assumed to be applied to each arable HRU at a loading appropriate to its crop type, based on 
typical application rates for each crop. 

Chemical and Physical Characteristics of Metaldehyde 

Chemical and physical characteristics of metaldehyde were added to the SWAT pesticide 
database and to the . The initial values were based on the values found in a literature search as 
summarized in Table 2. The SWAT pesticide database includes parameters which allow SWAT 
to model how the pesticide interacts with the plants and their foliage.  Since metaldehyde is 
applied in pellet form around the time of planting when foliage is minimal, it was assumed that it 
by-passes any interactions with plant and is applied directly to the soil. 
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Table 2: Metaldehyde Parameters used in SWAT 
Description SWAT Parameter Initial Value 
Soil adsorption coefficient normalized for soil organic 
carbon content 

SKOC (mg/kg)(mg/L) 120 

Wash-off fraction (fraction of pesticide on the plant 
canopy that may be dislodged) 

WOF 0.7 

Degradation half-life of the chemical on the foliage HLIFE_F (days) 5 
Degradation half-life of the chemical in the soil HLIFE_S (days) 10 
Solubility of the chemical in water WSOL (mg/L or ppm) 200 
Application efficiency AP_EF 0.5 
Pesticide reaction coefficient (in reaches)  CHPST_REA 0.007 

Metaldehyde Application 

Metaldehyde application was defined by loading (kg/ha) base on FERA data (FERA, 2010) and 
is associated with crop type defined for each HRU (in the mgt1 table). Historical application 
dates were estimated based on a generic crop calendar for the Anglian region, assuming that the 
first application occur at out close to the drilling date and, where available, on farm survey data 
and advice from an agronomist. 

Metaldehyde Transport 

When looking at the pathways of metaldehyde, particular consideration has been given to crack 
flow and tile drainage as conceptually these provide fast pathways to the catchment streams.  

Crack Flow 

Crack flow is a phenomena associated with the drying of clay soils. Cracks on the surface of dry 
clay soils provide preferential pathways for overland flow during rainfall-runoff events for the 
first rain after a dry period. As the soil is wetted these cracks reduce and crack flow becomes 
insignificant during sustained wet periods. Crack flow provides a potential fast pathway for 
metaldehyde and there is a significant proportion of clayey soils within the modeled catchments 
so conceptually crack flow is of importance.  

SWAT is able to simulate crack flow, however to-date the necessary routines to route pesticide 
with crack flow have not been included. Therefore, to avoid underestimating metaldehyde, these 
catchment models do not use the crack flow option in SWAT. This presents a limitation to the 
catchment models.  

Tile Drainage 

Tile drains have typically been installed on arable land to encourage drainage in heavy soils 
which would regularly reach field capacity. Tile drains are thought to act as a fast pathway 
through which metaldehyde enters the catchment streams. No actual data about the presence of 
tile drainage in these catchments was available, instead tile drains have been assumed to be 
present within certain HRUs according to their soil types and land use based on information from 
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the UK National Soil Resources Institute (NSRI)) and Corine land cover map 2000 (EEA, 2000). 
A method for categorising the likely presence of land drainage from standard data sets has been 
defined (Sandberg & Elwell, 2011).  

It was important to include tile flow within the catchments in sensible proportions in order to 
capture the associated metaldehyde load. The tile flow calculated by SWAT is controlled by the 
parameterisation of an impervious layer, specified by its depth, the depth of the drains and the 
drainage design (time to drain to field capacity). It is important to calibrate this at a HRU level 
(i.e. adjusting DEP_IMP, DDRAIN, GDRAIN and TDRAIN) differentiating between clayey 
soils and other soils. 
 
It is not possible to accurately represent mole drainage systems using the current specification of 
SWAT. Mole drains are unlined channels and in UK these are commonly installed on heavy clay 
soils to remove excess water as it enters from the top soil. The mole channels are of often 
connected to a collector pipe system. These are often backfilled with permeable material and 
could potentially provide a rapid metaldehyde pathway.   

Degradation of Metaldehyde in Streams 
Our knowledge of the processes of metaldehyde in streams is limited and therefore we have 
represented all the physical and chemical effects in a single metaldehyde degradation rate 
(CHPST_REA) which was calculated using the aqueous half-life of metaldehyde in water. 
Results from an unpublished study indicates that metaldehyde is relatively stable in water 
environments, with a half life around 60 days in flowing water and around 250 days in pond 
systems. However since the half-life is partly influenced by catchment characteristics it has been 
treated as a calibration parameter in this modeling study. 

Metaldehyde Calibration 

Hydrological Influence 

In terms of drinking water compliance, it is particularly important to reduce metaldehyde peaks. 
These are heavily influenced by hydrological flow peaks, so it is important to match these peaks 
during calibration. Hydrological calibration is based on matching daily observed and modelled 
stream flows and takes place before the water quality calibration. It was also important that 
proportions of flow routed through each hydrological pathway fitted with the conceptual 
understanding, even if this was at some expense to the calibration of stream flows, since some 
flow pathways are disproportionately important in terms of metaldehyde loading. 

Water Quality Calibration Methodology 

Observed metaldehyde concentrations, usually sampled at the abstraction point or at the inflow 
to a raw water storage reservoir, were used to calibrate the models. Historical metaldehyde 
observations have typically been weekly spot samples, which presents a challenge when 
calibrating a SWAT model with a daily time step and attempting to reproduce metaldehyde 
peaks, which may only last a few hours.  
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A methodology to standardise the water quality calibration across the catchments has been 
established. However, a wide range of uncertainties will be inherent to the calibrations, so 
comparing the impact of catchment scenarios with the same impact in another catchments is not 
possible since their uncertainties will differ. Instead the calibrations provide baselines, for 
individual catchments, against which catchment management scenarios can be assessed. 

The following approach to calibration was adopted: 
• Ensure metaldehyde is applied to crops before the observed in-stream peaks in metaldehyde 

concentration. 
• Prioritise the timing and shape of the peaks over the magnitude of the peaks. Given the high 

degree of uncertainty with regards to application quantities and management practices, it is 
very difficult to replicate the exact magnitude of the peaks and the magnitude is uncertain 
because it is a spot sample compared with the daily average.  

• Adjust the timing of metaldehyde application so that the modelled and observed peak timings 
are as closely matched as possible, whilst accounting for the fact that observed data is not 
available for every modelled peak. 

• Adjust the application efficiency and/or wash-off fraction so that the modelled peak values 
are within ±50% of the observed. Alternatively, only apply metaldehyde to a pre-defined 
proportion of winter wheat and oilseed rape crops (randomly selected).  

• Adjust the metaldehyde degradation parameters (half-life in soil) and/or tile drainage 
parameters so that the recession curve passes through the measured data points, and so that 
the tail of the modelled metaldehyde peak reaches equilibrium levels at the same time as the 
observed (but not necessarily the same value). 

Calibration Example 
A recently modelled catchment has been chosen to illustrate the approach to water quality 
calibration. The catchment chosen supplies Ravensthorpe reservoir and is situated in 
Northamptonshire (UK). The metaldehyde calibration for the Ravensthorpe catchment is shown 
in Figure 6. 

Figure 6: Metaldehyde Calibration (Ravensthorpe Catchment) 
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Table 3 gives an overview of the calibration actions which were required to produce this 
calibration and provides some interpretation of the reason for the changes.  
 
Table 3: Water Quality Calibration Actions for Ravensthorpe Catchment 
SWAT 
Parameter 

Calibration Actions Interpretation 

Application 
Efficiency 
(AP_EF) 
Initial: 0.5 
Calibrated: 0.25 
 

Reduced to decrease the 
magnitude of the 
modelled metaldehyde 
peak concentrations to 
more realistic levels. 

Actual application quantities compared with 
those quoted in surveys or literature may be 
less overall (although it may be greater for 
particular fields) and farmers may apply fewer 
slug pellets to fields where there is there is less 
risk of slug damage. 
Buffer strips and other non-productive land 
may be included in our estimated area of arable 
land leading to an overestimation of the area 
over which metaldehyde is applied. 

Anecdotally, reported metaldehyde application 
can be much higher than actual application and 
typically less metaldehyde is applied to the 
lighter soils. 

Degradation 
Half-Life in Soil 
(HLIFE_S) 
Initial: 10 
Calibrated: 40 

Increased to model a 
more rapid recession in 
metaldehyde 
concentrations. 

This parameter had the most significant effect 
in controlling the modelled metaldehyde 
concentrations over the first few days after 
rainfall.  

The parameter represents the chemical 
degradation within soil and also includes other 
mechanisms whereby the pathway of 
metaldehyde is inhibited, such as the physical 
degradation of the pellet, including lodging of 
pellets within the soil. 

Soil Adsorption 
Coefficient 
(SKOC) 
Initial: 120 
Calibrated: 210 

Increased to increase 
the proportion of 
metaldehyde adsorbed 
by the soil.  

The in stream concentrations are more 
influenced by the half-life of metaldehyde in 
soil if the adsorption coefficient is increased.  

This parameter is changed in tandem with the 
degradation half-life in soil so that more 
metaldehyde is degraded in the soil. 

Pesticide 
Reaction 
Coefficient 
(CHPST_REA) 
Initial: 0.007 
Calibrated: 0.1 

Increased to reduce 
background 
concentrations.  

This parameter is important to control the 
background concentrations of metaldehyde in 
the catchment streams. 
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Catchment Management Scenarios 

Rationale 

Catchment management scenarios can be established by changing the management operations 
tables within SWAT. The impact on the concentrations of metaldehyde compared with the 
calibrated baselines can then be studied. 

Scenarios 

The modelled scenarios include implementing one or more of the following catchment 
management interventions: 
• Preventing metaldehyde application over some areas of the catchment (e.g. land use change 

or alternative product) 
• Limiting metaldehyde application rates 
• Limiting the number of applications per season 

Scenarios are applied to selected proportions of arable land across the catchment: 
• At random 
• Targeting conceptually high-risk areas, such as: 

• Areas next to watercourses 
• The downstream end of the catchment 
• Soils with high run-off potential 

Implementation in SWAT 
To implement the catchment management scenarios, subbasins or HRUs are selected, according 
to the scenario criteria. A scenario implementation tool, set up in Microsoft Excel, was used to 
select appropriate areas in the catchment for each scenario, and automatically generates an 
“SQL” script, to run in Microsoft Access, to make the necessary changes to the SWAT model 
database. 

The scenario implementation tool was set up to select areas of the catchment by specifying 
selection criteria for subbasins or HRUs based on their land use (which includes the 
subcategories defined by the buffer strips), soil type, and distance from the catchment outlet (e.g. 
a downstream proportion of the catchment could be selected). For each of these categories a 
target proportion of catchment subbasins or HRUs meeting each criteria can be selected or a 
completely random subbasin selection can be made. 

Random selections based on target percentages are found using a similar methodology to that 
described in the ‘HRU Crop Types and Rotations’ section above. A stochastic process is 
followed whereby subbasins’ or HRUs’ metaldehyde applications are randomly switched on or 
off. The selected area is compared to the target value until the percentages are within a defined 
tolerance. The process iterates until the lowest percentage difference is found within the 
maximum number of iterations. This process is implemented in Microsoft Excel and is illustrated 
for an example catchment (Ravensthorpe) in Figure 7. 
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For each scenario, the SQL scripts generated for each catchment makes changes to the 
metaldehyde application rates defined in the management table either removing the application 
or reducing the rate. 
Figure 7: Random Selection of 50% of Land (by Subbasin) for Example Catchment 
Subbasin Area Selected On/Off  

1 38.06 1 
 

2 145.49 1 
3 24.21 1 
4 0.35 0 
5 78.51 0 
6 25.45 0 
7 35.00 1 
8 31.77 1 
9 54.56 0 

10 123.22 0 
11 30.53 1 
12 79.89 1 
13 43.65 0 
14 6.78 1 
15 61.33 1 
16 12.35 0 
17 35.46 0 
18 3.37 0 
19 41.68 1 
20 34.20 0 
21 6.26 0 
22 31.34 1 
23 58.34 0 
24 18.14 1 
25 0.52 1 
26 0.02 0 
27 99.88 0 
28 59.10 0 
29 27.28 1 Subbasins are randomly selected as being on or off 

(i.e. included as part of the selection or not) 30 41.66 0 
…. …. …. 
51 3.30 1 

CALCULATED  % 48% 
 Iterates until matches target % within specified tolerance TARGET  % (+/- 5%) 50% 

 

Comparison of Scenario Results 

An approach has been established to analyse the scenario outcomes. The scenario metaldehyde 
concentrations are compared with the calibrated baseline metaldehyde concentrations. 

Statistical analysis of the model results was carried out using the total, mean and standard 
deviation of metaldehyde concentrations. Anglian Water is interested in reducing the number of 
peaks that exceed a threshold value (0.1µg/l) so supplementary statistical analysis (using the 
same statistics) was completed excluding all data points with values beneath the threshold value 
defined limit. Also, the RMSE (Root Mean Square Error) of the highest recoded metaldehyde 
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peaks, compared to the corresponding modeled values, was calculated. RMSE was calculated for 
the top 3, 6, 9, 12, and 15 peaks 

The change in the maximum metaldehyde peak provided a quick way to compare the scenarios 
with the baseline. The number of modeled peaks exceeding the defined limit was also used as a 
comparison. Figure 8 and Figure 9 show examples of these analyses, for the Ravensthorpe 
catchment, with a range of compared against the baseline calibration (Scenario 0). Scenarios 1 to 
4 represent specific catchment management scenarios, where metaldehyde applications are 
removed from targeted or randomly selected proportions of arable land, and/or metaldehyde 
applications rates are limited.  

 
Figure 8: Maximum metaldehyde concentration (as a percentage of baseline) 

 
 
Figure 9: Modelled peaks exceeding 0.1µg/l (as a percentage of baseline)  
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Analysis of Subbasin Contributions 

Additional analysis of concentrations of metaldehyde contributed by each subbasin provided 
better understanding of the scenarios. SWAT subbasin outputs show the total metaldehyde 
concentration in stream flow entering and exiting each catchment but due to the decay rate and 
changes in phases (i.e. to and from sorbed/dissolved metaldehyde) simply subtracting one from 
the other did not provide a clear understanding of subbasin contributions, so an alternative 
method was devised. 

The scenario tool was set up to set up a series of models runs where: 
• Metaldehyde application was ‘switched on’ in only one basin at a time. 
• Metaldehyde application was ‘switched off’ in one basin at a time; and the 
 
Following this analysis, the metaldehyde concentrations in each reach were plotted to get a better 
understanding of the impact of each subbasin. Spatial representation of this information in terms 
of average annual and maximum loadings of metaldehyde for each subbasin provided an 
overview of subbasin outputs. The analysis of all the model runs was incorporated into a single 
map showing the data. Figure 10 shows an example of total metaldehyde contributed by each 
subbasin for a selected scenario, normalized by subbasin area. This indicates which subbasins are 
high-risk, in terms of the amount of metaldehyde reaching catchment streams. 
 
Figure 10: Total Contribution of Metaldehyde by Subbasin for Grafham Catchment 
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Conclusion 
 
SWAT models are being developed to simulate metaldehyde transport in 23 surface water 
catchments in East Anglia (UK) and to assess the impact of catchment management scenarios.  

Results from the first completed models show that good calibration can be achieved but there is 
scope for improvements in some areas. Whilst the calibrations have a degree of uncertainty, 
provided they are used as baselines against which to compare (for a particular catchment) the 
relative impact of scenarios, they can provide a useful assessment of catchment management 
interventions.  

As in most large-scale studies the lack of data has proved to be the most significant contributor 
to model uncertainty. In particular the lack of information on application dates, rates and 
locations. However, the available data is sufficient to develop a robust understanding of the type 
of catchment management solutions that would be required to achieve raw water concentrations 
below 0.1 µg/l and where such solutions should be targeted.  The output from this study provides 
a robust basis for potential future more targeted catchment activities and has been useful in the 
decision making process in terms of allowing the assessment of the impact of various actions.  

A generic approach has been developed for conceptualization of catchments, model 
implementation and calibration. Such approach ensures transparency in the modeling process. To 
effectively allow implementation of catchment management scenarios to the calibrated model, 
the nature of the scenarios should be considered before the model build starts so that the subbasin 
delineations and HRU definition provide sufficient spatial definition. In this case if has proved to 
be important to distinguish between arable land close to the main stream, and soil types.   

Where detailed land use data is unavailable, a stochastic approach can be used to assign crop 
types based on assumed or target percentages, and probable crop rotation sequences. The result is 
a matrix representing the crop type in each HRU for each year in the rotation period. A tool has 
been designed to write the management operations table using this matrix. 

A large proportion of the modeled catchments are having some form of under drainage installed, 
and it is thought that this could be a major pathway of metaldehyde. The current specification of 
the SWAT model does not allow an accurate representation of mole drains which differs from 
standard pipe drains; in particular the potential direct pathway between the top soil and the 
permeable backfill above the collector pipes. Similarly, the model does not include pesticide 
loading is bypass flow, although it can be included as a hydrological component in the model. 
The result from these model deficiencies is that the proportional distribution of hydrological 
pathways may be less well represented in modeled clay rich HRUs, where both bypass flow and 
mole drains occur. It is recommended that changes to the source code are made: 
1. include pesticide loadings in bypass flow (adopt a similar approach to nitrate in tile drains).  
2. include a function where a fraction of bypass flow and associated pesticide loadings is 

directly added to the drain flow and pesticide loading in the drain (similar to the approach 
adopted by Fox et al. 2004).  
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Abstract 

 
Integrated river basin models should provide a spatially distributed representation of basin hydrology 
and transport processes. However, until recently the conventional sub-watershed discretization in 
SWAT is unable to account for spatial variability within a sub-basin and to simulate runoff and 
infiltration processes in landscape units. 

To overcome these shortcomings, SWAT is currently being modified by the integration of a landscape 
routing model to enhance its spatial representation of hydrology and transport processes within a 
watershed. The modified model enables a distributed simulation of runoff, sediment and nutrients 
between sub-watersheds, grid cells, or routing units in the land-phase of the hydrologic cycle. The 
combination of this landscape routing and SWATgrid, an interface preparing the input data for setting 
up SWAT based on grid cells, promises a spatially fully distributed model that includes surface, 
lateral, and groundwater fluxes in each grid cell of the watershed. 

Hence, this paper presents the development of such a grid-based version of the SWAT landscape 
model. Water balance simulations as well the spatial distribution of surface runoff, subsurface flow 
and evapotranspiration and the simulation of the hydrograph at the watershed outlet are examined. 
The results are promising and satisfactory output was obtained with the grid-based landscape model: 
Nash-Sutcliffe model efficiencies for daily stream flow were 0.59 and 0.61 for calibration and 
validation period. Finally, present developments, existing problems and next steps are pointed out.  
 
Keywords: grid cell, grid-based simulation, discretization scheme, SWATgrid, landscape routing 
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Introduction 
 
River basin models are valuable tools for investigating the impact of land use and management 
on landscape hydrology, sediment transport and water quality. SWAT has proven to be a suitable 
tool under many landscape conditions around the world. In most applications SWAT prediction 
accuracy was satisfactory to obtain knowledge of the hydrologic system and the watershed pro-
cesses (Arnold and Fohrer, 2005; Gassman et al., 2007). However, previous studies showed that 
the assessment of the effects of conservation practices on watershed-scale water quality relies 
strongly on flow and transport models used (Mausbach and Dedrick, 2004). In this context, the 
inability to model flow and transport from one landscape position to another prior to the entry 
into the stream turned out to be one of the shortcomings of SWAT (e.g., Gassman et al., 2007; 
Bosch et al., 2010). The SWAT model utilizes a hydrologic response unit (HRU) approach. The 
watershed is divided here into sub-watersheds which are further subdivided into HRUs; individ-
ual areas of similar soil, topography and land-use are lumped together within a sub-watershed to 
form a HRU. That means that the HRUs represent percentages of the sub-watershed area and are 
not spatially related within a simulation. Transported water and matter from HRUs are currently 
routed directly into the stream channel. Therefore, the impact of an upslope HRU on a 
downslope HRU cannot be assessed and the model is unable to simulate sufficiently the effects 
of conservation practices, catch crops or crop rotations undertaken in certain landscape units 
(Arnold et al., 2010). The non-spatial aspect of the HRUs and the inability to model flow and 
sediment in the land-phase of the hydrological cycle (Neitsch et al. 2011) have been identified as 
key weaknesses of the model (e.g., Gassman et al., 2007). To fulfill the requirements in river 
basin management, integrated models should provide a spatially distributed representation of 
basin hydrology and transport processes (Arnold et al., 2010; Bosch et al., 2010). The incorpora-
tion of greater spatial detail into SWAT has therefore been investigated with the focus on (1) de-
veloping routing capabilities between landscape units (Volk et al., 2007; Arnold et al., 2010) and 
(2) developing a grid-based SWAT model setup (Rathjens and Oppelt, 2012).  
 
The newly developed SWAT landscape is able to route surface runoff, lateral subsurface flow, 
and shallow groundwater flow between defined routing units. The model was tested by Arnold et 
al. (2010) and Bosch et al. (2010). Both studies concluded that additional development and test-
ing of the SWAT landscape model is necessary to confirm model operation. The results are, how-
ever, “encouraging” (Bosch et al., 2010) and show a realistic representation of landscape flow 
and transport processes in a watershed. A detailed description of the landscape routing model is 
given by Arnold et al. (2010).  
 
The combination of the landscape routing model and a grid-based setup results in a spatially ful-
ly distributed model that includes surface, lateral, and groundwater fluxes in each grid cell of the 
watershed. The aims of this study are (1) to present the development of the grid-based version of 
landscape model and (2) to test the hydrologic components of the SWAT landscape model at the 
grid-scale. The model is evaluated by using daily discharge at the catchment outlet and analyzing 
the spatial distribution of simulated surface runoff, subsurface flow and evapotranspiration. The 
Little River Watershed (LRW), a coastal plain watershed near Tifton (Georgia, USA), served as a 
test site to evaluate the methodology. 
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Materials and Methods  
 
Study Area  
 
The study area is the Little River Watershed (LRW) located in Central South Georgia (USA), 
near Tifton in the South Atlantic Coastal Plain (see Figure 1). Hydrology and water quality of the 
LRW have been monitored since 1967 (Sheridan, 1997). The area was focus of many research 
projects investigating water quantity and quality aspects (see Bosch et al., 2010). Furthermore, 
the LRW served as a test site for several SWAT related studies (e.g., Bosch et al., 2004; Feyerei-
sen et al., 2007; Cho et al., 2009; Cho et al., 2012). Bosch et al. (2010) tested the SWAT land-
scape model in a sub-basin of the LRW.  
 
The LRW covers an area of 334 km² and shows a relatively flat topography. It is characterized 
by a dense stream network (1.54 km-1). The channels are surrounded by broad, flat alluvial 
floodplains, river terraces and gently sloping uplands. Half of the area has upland surface slopes 
less than 2 % and the remaining slopes lie in the 2 to 5 % range; the stream network channel 
slopes range between 0.1 and 0.5 % (Sheridan, 1997). Figure 1 gives an overview of the LRW 
stream network, topography, and land use and soil type distributions. The LRW is a mixed land 
use watershed and contains row crop agriculture, pasture and forage, upland forest, riparian for-
est, urban land and water areas (see Figure 1). Riparian forest wetlands dominate the landscape 

Figure 1. Location of the Little River Watershed in Georgia (USA) and its stream network, topography and 
land use and soil type coverages. 
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around the dense network of stream channels, while upland areas are mostly characterized by 
agricultural use (Bosch et al., 2004). The surface soil textures are generally sands and sandy 
loams with high infiltration rates, which are underlain by the shallow, impermeable clay-rich 
Hawthorne formation. This formation restricts downward movement of infiltrated precipitation 
and promotes lateral movement of water from uplands downslope as shallow groundwater flow 
to the stream channels (Sheridan, 1997; Cho et al., 2012). The climate of the LRW is humid sub-
tropical (Cho et al., 2012); from 2004 to 2008 the mean annual temperature is 19 °C and the 
mean annual precipitation is 1059 mm. Rainfall is unevenly distributed and often occurs as short-
duration, high-intensity convective thunderstorms during midsummer and winter months (Bosch 
et al., 1999). 
 
 
SWAT and SWAT Landscape Model 
 
SWAT (Arnold et al., 1998) is a catchment-scale model developed to simulate the water cycle, 
the corresponding fluxes of energy and matter (e.g. sediment, nutrients, pesticides and bacteria) 
as well as the impact of management practices on these fluxes. The simulated hydrological pro-
cesses include surface runoff (SCS (Soil Conservation Services) curve number or Green and 
Ampt infiltration equation), percolation, lateral flow, groundwater flow from shallow aquifers to 
streams, evapotranspiration (Hargreaves, Priestley-Taylor or Penman-Monteith method), snow-
melt, transmission losses from streams, channel routing (variable storage routing or muskingum 
routing method) and water storage and losses from ponds. A detailed description of all compo-
nents can be found in Arnold et al. (1998) and Neitsch et al. (2011). In this study the SCS curve 
number method was used to calculate surface runoff; Penman-Monteith method was applied to 
estimate evapotranspiration; variable storage method was selected for channel routing. 
 
SWAT divides the hydrology of a watershed into two major phases: (1) the land phase of the 
hydrologic cycle controls the quantitative flow of water entering the reach. (2) The routing phase 
determines the movement of water through the channel network to its outlet (Neitsch et al., 
2010). The current SWAT version does not allow runoff to distribute between routing units in 
the land phase of the hydrological cycle. Thus, SWAT is not able to simulate runoff and infiltra-
tion processes that typically occur in a landscape. To overcome this shortcoming Arnold et al. 
(2010) developed a landscape routing method that enables surface, lateral and groundwater run-
off interaction within the landscape. A detailed description of the landscape routing processes 
implemented in a SWAT prototype can be found in Arnold et al. (2010). This paper presents the 
development of the SWAT landscape routing model to a grid-based version that includes surface, 
lateral, and groundwater fluxes in each grid cell.  
 
 
Estimating the partitioning ratio of landscape and channelized flow  
 
The SWAT landscape routing model enables the distribution of runoff between grid cells in the 
land-phase of the hydrologic cycle. This raises the question which part of the flow is routed as 
channelized flow and which part is routed through the landscape. In this context, channel heads 
represent the major boundary between landscape and channel flow processes. Thus, the channel 
head location is a crucial parameter to realistically represent flow and transport processes in a 
watershed. The concept of Hydrological Sensitive Areas (HSAs, e.g., Walter et al., 2000; Agnew 



 

5 

et al., 2006) and the detection of channel heads by average source areas (Jaeger et al., 2007) were 
selected as useful methods to develop an index that can be used to partition landscape and chan-
nel flow in a watershed. HSAs can be characterized by the probability that a particular location 
in a watershed will generate runoff. Agnew et al. (2006) used a topographic index (λ) to detect 
HSAs. They found that the general patterns of high hydrological sensitivity are similar to those 
with high λ values. The topographic index they used takes the form  
 

λ𝑖 = ln � 𝐴𝑖
tan(𝛽𝑖)𝐾𝑠𝑎𝑡 𝑖𝑍𝑖

�  ∈  ℝ≥0 , 𝑖 = 1, … ,𝑛 , 
 

where 𝑛 is number of grids in the watershed and 𝑖 is the number of a particular grid cell. λ𝑖 is the 
topographic (or wetness) index [ln(d m-1)], 𝐴𝑖 is the upslope contributing area per unit contour 
length [m], 𝛽𝑖 is the local surface topographic slope angle, 𝐾𝑠𝑎𝑡 𝑖 is the mean saturated hydraulic 
conductivity of the soil [m d-1] and 𝑍𝑖is the soil depth [m]. λ can be easily calculated for each 
grid cell in a watershed and solely requires a DEM and soil data that are necessary for SWAT 
modeling anyway (see also Agnew et al., 2006). Grids with high λ𝑖 values are expected to have a 
high probability to generate runoff; channelized flow processes are expected to be dominant to-
wards landscape flow processes in these grids.  
 
The original λ index is modified to obtain an index that spatially represents the partitioning ratio 
of channel and landscape flow processes. First, λ is transformed to a normalized index: 
 

λ𝑛𝑜𝑟𝑚,𝑖 =  λ𝑖
max𝑖=1,…,𝑛{λ𝑖} 

∈ [0,1], 𝑖 = 1, … ,𝑛. 
 

Second, λ𝑛𝑜𝑟𝑚 is adjusted to realistically represent the position of channel head locations in the 
watershed. No channel routing processes should be hold where no channels exist. Jaeger et al. 
(2007) stated that an average source area size based on field surveys may provide the most prac-
tical method for identifying channel head source areas. Thus, the drainage density (𝐷𝐷 [km-1]) of 
the watershed is used to adjust λ𝑛𝑜𝑟𝑚 values. The drainage density is defined by the length [km] 
of all channels in the watershed divided by the total drainage area (𝐷𝐴 [km²]) of the watershed. 
Therefore, the smallest λ𝑛𝑜𝑟𝑚 values are set to zero (i.e. no channel flow) until the sum of all 
λ𝑛𝑜𝑟𝑚,𝑖 values multiplied with the unit contour length of the current grid cell matches the drain-
age density of the watershed. The resulting normalized index can be stated as  
 

λ𝐷𝐷,𝑖 ∈ [0,1], 𝑖 = 1, … ,𝑛, satisfying 𝐷𝐷 ≈  ∑ λ𝐷𝐷,𝑖 𝑙𝑖𝑛
𝑖=1

𝐷𝐴
, 

 

where 𝑙𝑖 [km] is the unit contour length of the current grid cell. λ𝐷𝐷,𝑖 represents the fraction of 
channelized flow and 1 − λ𝐷𝐷,𝑖 represents the fraction of landscape flow for grid cell 𝑖.  
 
 
Modeling Framework 
 
The interface SWATgrid (Rathjens and Oppelt, 2012) was used for developing grid-based 
SWAT model input using weather data and spatially distributed geographic datasets. Table 1 
gives an overview on the data used for model input. Differences between the weather stations 
may dominate the spatial model output. To spatially analyze the output of the SWAT landscape 
model, values of all weather stations were aggregated to one data set and integrated in the 
simulation.  
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Table 1. SWAT input data sources for the LRW (downloadable at: ftp://www.tiftonars.org/). 

 
 
SWATgrid divides the watershed into linked grids. Runoff from a grid cell flows to one of the 
eight adjacent cells. The topographic index λ𝐷𝐷 is used to determine the share of channelized and 
landscape flow in the watershed. As a compromise between an accurate spatial representation 
and a manageable model, DEM, soil and land use data were resampled to a resolution of 100 m 
(1 ha). Grid-based simulations with the SWAT landscape model were conducted for a five-year 
period from 2004 to 2008, excluding two years of model warm-up. The accuracy of the simulat-
ed streamflow and water balance was examined for this period. To evaluate model performance 
four quantitative statistics were applied, i.e. the coefficient of determination (R²), Nash-Sutcliffe 
efficiency (NSE; Nash and Sutcliffe, 1970) and percent bias (PBIAS; Gupta et al., 1999). The 
grid-based LRW model takes approximate 1 hour per simulated year on a single 2.67 GHz pro-
cessor. As a consequence manual calibration was performed by comparing simulated and ob-
served discharge at the watershed outlet solely for the year 2004. The calibrated parameter set 
was validated using the time period from 2005 to 2008. Based on previous studies (Bosch et al., 
2004; Cho et al., 2012) and a manual sensitivity analysis five parameters were included in model 
calibration (see Table 2): soil evaporation compensation factor (ESCO), groundwater parameters 
(GW_DELAY, ALPHA_BF and GWQMN), and surface runoff lag coefficient (SURLAG). A 
detailed description of each parameter is provided by Neitsch et al. (2011). 
 
 
Table 2. SWAT input parameters chosen for hydrologic calibration and final calibrated values. 

 
  

Data type Scale / Resolution Source Data description  
Topography  30 m Georgia GIS Data 

Clearinghouse 
Digital Elevation Model 
(DEM) 

Land use 30 m Sullivan et al. (2007)  Land use classification 
based on Landsat 7 
imagery (20 Jul 2003) 

Soils 1 : 12 000 Soil Survey 
Geographic Database 
(SSURGO) 

Soil physical properties 

Weather 25 Stations (rainfall) 
2 Stations (temperature, 
wind speed, relative 
humidity, solar radiation)  

Bosch et al. (2007)  Daily weather data (1 Jan 
2004 to 31 Dec 2008) 

Parameters Default  Lower limit Upper limit Value 
ESCO.bsn  0.95 0 1 1.00 
SURLAG.bsn 4 0.05 24 0.15 
GW_DELAY.gw 31 0 500 0.75 
ALPHA_BF.gw 0.048 0 1 0.96 
GWQMN.gw 0  0 5000 50.0 
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Results and Discussion 
 
Partitioning Ratio of landscape and channelized Flow 
 
In this study the topographic index λ that has been commonly used to identify runoff generating 
areas was modified to obtain estimates of this partitioning ratio (λ𝐷𝐷). Figure 2 shows the spatial 
distribution of λ𝐷𝐷values in the LRW. Patterns of both indices suggest a stream network (Fig-
ure 2a and b) similar to the mapped network (see Figure 1). The method selected for normaliza-
tion results in a discontinuous distribution of channelized flow fractions λ𝐷𝐷, which leads to ab-
rupt channel heads in the in the λ𝐷𝐷 map (see Figure 2b). Previous channel initiation related 
studies by Montgomery and Dietrich (1988 and 1989) assessed that abrupt channel heads occur 
more frequently than gradual channel heads in basins with gentle slopes and infiltration excess 
overland flow, which applies for the LRW. Thus, the λ𝐷𝐷 seems to represent the spatial distribu-
tion of flow and transport processes realistically. However, both abrupt as well as gradual chan-
nel heads are likely to occur in the LRW. Future studies should focus on the question on which 
type of channel head is dominant in the LRW. Variations of the λ𝐷𝐷 index will be tested to repre-
sent flow processes and channel head locations as plausible as possible.  
 
 
Simulation of daily discharge at the watershed outlet 
 
One aim of this research was to assess how well the new grid-based landscape configuration per-
forms. Simulations were carried out for the period from 2004 to 2008. Measures of model per-
formance including PBIAS, R² and NSE values are listed in Table 3. The measures indicate that 
model calibration and validation performance ratings for total, monthly and daily streamflows 
are within a satisfactory range. Monthly NSE and R² values are better than daily values, a result 
that is often observed in model applications (e.g., Moriasi et al., 2007).  

Figure 2. Spatial distribution of the topographic index (a) 𝛌 and the partitioning ratio (b) 𝛌𝑫𝑫 used for 
channelized and landscape flow separation in the LRW.  
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Table 3. Summary of performance measures of grid-based SWAT simulations for the LRW from 
2004 (calibration period) and from 2005 to 2008 (validation period). 
Periods Streamflow [mm/a] PBIAS  

[%] 
R² NSE 

 Observed Simulated Daily Monthly Daily Monthly 
Calibration 297 245 17.39 0.59 0.93 0.59 0.90 
Validation 212 172 18.99 0.66 0.84 0.61 0.76 

Figure 3. Observed and simulated daily streamflow for the LRW from 2004 to 2008. 
 
A hydrograph of daily streamflow for the 5-year period (see Figure 3) indicates that the grid-
based SWAT model simulated daily streamflow satisfactory in both low and high flow condi-
tions. The model, however, tends to underpredict discharge peaks during the entire period. Dis-
charge values show a different behavior between the years of the simulation period. In 2004 and 
2005 measured discharge values are comparatively high (297 mm and 433 mm) while from 2006 
to 2008 discharge values are lower (139 mm in average). Zero-flow conditions were observed 
during each of the dry years. The model in general predicts the trends in observed data and the 
previously reported tendency of over-predicting streamflow during zero-flow conditions (Bosch 
et al., 2004; Feyereisen et al., 2007) does not occur (see also Cho et al., 2012).  
 
 
Spatial analysis 
 
The spatial distribution of the model output parameters shows the impact of topography, land-
scape position, land use classes and soil types on model output. To evaluate the landscape grid 
approach, spatial distributions of surface runoff (SURQ, see Figure 4a), lateral flow (LATQ, see 
Figure 4b), groundwater runoff (GWQ, see Figure 4c) and evapotranspiration (ET, see Fig-
ure 4d) were analyzed. At this stage, the model is not spatially calibrated; thus, the spatial output 
could not be evaluated quantitatively but have been analyzed qualitatively. Spatial characteristics 
of each output parameter and the effects of the landscape routing model and the flow partitioning 
ratio are further explained below. 
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Highest SURQ values occur as expected on urban land areas. The model simulates more surface 
runoff in the upland areas than in the floodplain areas around the channel network. This can be 
explained by the steeper slopes in the upland areas (which are dominated by agricultural land 
use), while the valley areas are mainly forested. Higher slope angles and higher curve number 
values on agricultural land lead to this larger amount of surface runoff. However, sands and 
sandy loams with high infiltration rates dominate and thus, most of the water infiltrates and is not 
routed through the landscape as surface runoff.  
 
Increasing lateral flow is accurately simulated at steeper slopes in the upland; spatial patterns of 
LATQ and slope values show similarity, and the spatial distribution of LATQ values is reasona-
ble. The highest LATQ values occur at the steepest slopes and almost no lateral flow occurs in 
the valley bottoms. In the steeper areas the model routes the lateral flow through the landscape, 
whereas in the flat parts water seeps and feeds shallow groundwater.  
 
Unlike the SURQ and LATQ results, GWQ patterns indicate a routing scheme. That means the 
main part of flow routed through the landscape is groundwater runoff. Due to the high infiltration 
rates most water infiltrates until it reaches the soil that is underlain by the nearly impermeable 
Hawthorne formation. From there it is routed through the landscape as shallow groundwater. The 
model depicts groundwater flow reasonable; ground water runoff increases and concentrates as 
the water moves down the landscape from the upland area to the valley. The amount of ground-
water sudden decreases at a certain position in the landscape when the slope decreases and the 
model forces the water to flow into a stream channel. The topographic index λ𝐷𝐷 determines the 
position in the landscape where the water is passed from the land-phase into the routing phase; 
GWQ and λ𝐷𝐷 (see Figure 4c and 2d) patterns look similar. The spatial GWQ patterns indicate 
abrupt channel initiation processes caused by seepage erosion on gentler slopes. This confirms 
results given by Montgomery and Dietrich (1989), who concluded that abrupt channel heads 
mainly occur in landscapes with gentler slopes and high infiltration capacity. 
 
Considering inflow from higher landscape positions, the model simulates more ET in the valley 
bottoms than in the upland areas. Highest ET values occur in the water and forested wetland are-
as around the channel network, while the urban land and agricultural areas on higher landscape 
positions produce less ET (see Figure 4d). 
 
 
Conclusions and outlook 
 
In this study, a grid-based version of the SWAT landscape model was developed to simulate 
processes across grid cells in the land-phase of the hydrological cycle. The fully distributed 
model includes surface, lateral, and groundwater fluxes in each grid cell of the watershed. The 
landscape model requires a spatial partition of landscape and channelized flow processes. The 
flow separation ratio turned out to be a crucial parameter for the plausible representation of flow 
and transport processes in a watershed. The estimation of the partition ratio was based on a topo-
graphic index that considers soil properties, topography and the drainage density of the water-
shed. The resulting index has shown the capability to plausibly represent the spatial distribution 
of flow and transport processes in a watershed. However, additional research of the partitioning 
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ratio parameter is necessary. In the future, different estimations of the flow separation ratio will 
be tested and proven by field surveys. 
 
The model was calibrated and validated for the Little River Watershed (LRW, 334 km²) near 
Tifton, Georgia. The results suggest that the grid-based landscape model simulated satisfactory 
the streamflow hydrograph at the outlet of the LRW (daily NSE > 0.59) and that both the grid-
based model as well as the commonly used HRU approach can be calibrated (e.g., Bosch et al., 
2004; Cho et al., 2012).  However, model calibration can still be improved. A challenge is that 
the grid based approach results in a considerable increase of computation time, which impedes 
the time-consuming manual or auto-calibration procedure. A second aim of the study was to spa-
tially analyze the hydrologic components of the landscape model; the availability of spatially 
distributed model output is a major advantage of the grid-based model. Spatial LRW model re-
sults showed that the grid-based landscape model is able to reasonably simulate the impact of the 
landscape position on evapotranspiration, and surface, lateral and groundwater runoff. All results 

Figure 4. Average annual (a) surface runoff [mm], (b) lateral runoff [mm], (c) groundwater runoff [mm] and 
(d) evapotranspiration [mm] in the LRW from 2004 to 2008. 
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presented are, however, limited to the study area. Additional calibration and testing of the grid-
based SWAT landscape model is necessary. Further studies in larger watersheds with different 
hydrological and landscape characteristics are required to confirm the study’s findings. 
 
With the results from this study we can conclude that the presented model could provide a more 
plausible basis for water quantity and quality simulations that require a detailed spatial analysis. 
Geographic information systems and remote sensing techniques develop rapidly and an 
increasing amount of spatial and temporal high-resolution data becomes available. The 
integration of these data into the SWAT landscape model seems to be very promising for 
enhanced spatial analysis of environmental issues within a watershed and therefore justifies the 
challenges inherent to the grid-based approach. 
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Abstract 
 
The West Seti River basin is located in the far western region of Nepal and has a catchment 
area of 7,438 km2 and annual rainfall of approximately 1921 mm. According to Siddiqui et al., 
(2012) this basin is one of the most vulnerable in Nepal. The average elevation of the basin is 
2505 m but can vary from 314 m to 7043 m in the Api and Nampa high mountain ranges. 
Agricultural land in this basin is categorized into three types: level terraces; slope terraces; and, 
valleys. The major summer cereal crops in the basin are rice, maize and millet and the major 
winter cereal crops are wheat and barley. 
 
The Soil and Water Assessment Tool (SWAT) is used to simulate water balances in different 
cropping patterns under current and future climates. The results show that total precipitation 
over rice, maize, millet, wheat and barley fields are 1002 mm, 818 mm, 788 mm, 186 mm and 
169 mm respectively whereas total simulated actual evapotranspiration (ET) are 534 mm, 452 
mm, 322 mm, 138 mm and 177 mm respectively under current climate. Actual ET will change by 
+0.7% in rice, +3.4% in maize, -3.4% in millet, +41.2% in wheat and +36.2% in barley under 
future climate projections. Results show that yield of rice, maize and millet will decrease by 
10%, 7.9% and 26.1% whereas yield of wheat and barley will increase by 7.8% and 5.8% 
respectively. Therefore, the impact of climate change shows that summer crop yields will 
decrease and winter crop yields will increase. 
 

Key Words: Water Balance, Hydrological Modeling, Climate Change, Crop Yields, SWAT 



2 
 

Introduction 

The Himalayan region is considered sensitive to climate change (CC), and developing countries, 

such as Nepal, are more vulnerable to CC because they have limited capacity to adapt to it (IPCC 

2001). The Fourth Assessment of the Intergovernmental Panel on CC (IPCC 2007) states that 

due to increasing concentration of greenhouse gases in the atmosphere, a warming of about 

0.2°C per decade is projected for the next two decades for a range of Special Report on 

Emissions Scenarios (SRES). The mountain regions of Nepal are the major source of water 

storage in the form of ice and snow. Between 1977 and 2000, the mean maximum temperature of 

Nepal increased by 0.06°C per year (Hua, 2009). The rise in temperature will affect the 

hydrological cycle, which in turn will have an impact on water availability, evapotranspiration, 

runoff and the discharge regime of rivers (Sayari et al., 2011). 

 

Water has been identified as the key resource for development and economic growth of Nepal 

(WECS, 2011), therefore managing spatial and temporal water resources variability is critical in 

river basins that are vulnerable to climate change. In Nepal, most of the agricultural land in the 

hills and middle mountains depends on the rainfall and only few lands have irrigation access 

from local streams. The irrigation water management should be balanced with soil fertility 

management to increase the monsoonal crop yields and increasing soil fertility without 

considering the irrigation could result in crop failure (Shrestha et al., 2013). Consequently, 

agricultural production depends on the water availability in the local streams; and on the amount 

and timing of rainfall. Therefore, the central idea of this paper is to evaluate the impact of 

climate change on the soil water balance in the agricultural lands of the West Seti River sub-

basins and subsequently to measure change in the yields of cereal crops. The spatially distributed 

agro-hydrological models are widely used to simulate hydrological parameters and crop yields in 

the river basin scale. Thus Soil and Water Assessment Tool (SWAT) is used to simulate water 

balance and crop yields in this study. 
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STUDY AREA: the West River Sub-basin 

According to a study on climate change vulnerability in the middle and high mountain regions of 

Nepal (Siddiqui et al., 2012), the West Seti sub-basin was identified as one of the most 

vulnerable sub-basins in relation to climate change. The West Seti River Sub-basin is located in 

the far western region of Nepal (Figure 1) and has a catchment area of 7,438 km2 and has 

confluence point with the Karnali River as the basin outlet. The sub-basin originates from the 

snow fields and glaciers around the twin peaks of Api and Nampa in the south facing slopes of 

the main Himalayas. The average elevation of the sub-basin is 2505 m but it varies from 314 m 

at sub-basin outlet, to 7043 m of Api and Nampa high mountain ranges. The West Seti River is 

one of the major tributaries of Sapta Karnali River (the longest river of Nepal). In the period of 

1981 to 2010, the average annual rainfall within the sub-basin was 1921 mm whereas seasonal 

precipitation was 137 mm in the winter; 261 mm in the pre-monsoon; 1449 mm in the monsoon; 

and, 74 mm in the post-monsoon seasons. Therefore, in this sub-basin almost 75% of annual 

rainfall occurred during the monsoon season. In the period 1981-2010, the daily maximum 

temperature varied from -17.3°C to +46.7°C and minimum temperature varied from -23.4°C to 

+31.3°C. The projected climate result shows that the average daily maximum temperature will 

change by -0.62°C to +0.66°C per decade and minimum temperature will change by -1.14°C to 

+0.03°C per decade in this study area. This shows an average day becomes hotter and night 

becomes colder. 
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Figure 1: West Set River Sub-basin/Sub-watersheds with location of hydro meteorological 

stations 
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DATA AND SOURCES 

Hydro-Meteorological Data 

SWAT requires time series of observed climate data i.e. rainfall, minimum and maximum 

temperature, solar radiation, wind speed and relative humidity.  In this study, time series climate 

data from 1981to 2010 from Department of Hydrology and Meteorological (DHM) of Nepal was 

used for model input. In addition, daily observed hydrological data obtained from DHM was 

used to calibrate and validate the model output. Altogether, data from 15 climate stations and 3 

hydro stations was used for this study. 

 

In this study, projected climate data from DHM (downscaled from PRECIS, and WRF regional 

climate models) were used to model future scenarios. The downscaled climate variables were 

based on the five global climate models (GCMs): ECHAM5, and HadCM3 in PRECIS; and, 

Era40, CCSM, ECHAM5, GFDL, and HadCM3 in WRF. The average of projected climate data 

from these seven projections, under A1B scenario, was used to assess climate change impacts. 

The projected climate time series data covered the periods from 1971 to 2000 as base line and 

2031 to 2060 as the future projection. 

 

Spatial Data 

SWAT requires three basic files for delineating the basin into sub-basins and hydrologic 

response units: Digital Elevation Model (DEM); Soil map; and, Land Use/Land Cover (LULC) 

map. The Advanced Space borne Thermal Emission and Reflection Radiometer (ASTER) Global 

Digital Elevation Model Version 2 (GDEM V2) with 1-arc second (approximately 30 m at the 

equator) resolution is used for the DEM in this study. This ASTER GDEM was jointly developed 

by the Ministry of Economy, Trade, and Industry (METI) of Japan and the United States 

National Aeronautics and Space Administration (NASA). The sources of the land cover map and 

soil map are from National Land Use Project (NLUP), Ministry of Land Reform and 

Management (MoLRM), Nepal. 

 

Agricultural Data 

Based on MoAC (2005), the crops considered in this study are: rice, maize, wheat, barley, millet, 

potato, oilseed, sugarcane and vegetables. Agricultural fields in level terraces are classified into 
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rice (19%), millet (16%), sugarcane (1%) and vegetables (64%) whereas agricultural fields in 

slope terraces are classified into maize (36%), oilseeds (6%), potato (8%) and vegetables (50%). 

All the agricultural fields in river valleys are classified as rice fields. Wheat and barley are 

considered as winter crops in rotation with summer crops such as rice, maize, millet, oilseeds and 

vegetables; whereas sugarcane and potato do not contain a second crop. 

 

METHODS 

Soil and Water Assessment Tool (SWAT) 

SWAT is a process-based continuous hydrological model that predicts the impact of land 

management practices on water, sediment and agricultural chemical yields in complex sub-basins 

with varying soils, land use and management conditions (Arnold et al., 1998; Neitsch et al., 

2011; Srinivasan et al., 1998). The main components of the model include: climate, hydrology, 

erosion, soil temperature, plant growth, nutrients, pesticides, land management, and, channel and 

reservoir routing. Conceptually SWAT divides a basin into sub-basins. Each sub-basin is 

connected through a stream channel and further divided in to Hydrologic Response Unit (HRU). 

HRUs are a unique combination of a soil and a vegetation type in a sub watershed, and SWAT 

simulates hydrology, vegetation growth, and management practices at the HRU level. 

 

The hydrologic cycle as simulated by SWAT is based on the water balance equation: 

 

∑
=

−−−−+=
n

i
gwseepasurfdayot QwEQRSWSW

1
)(   (1) 

 

Where,  

 tSW   :   Final soil water content (mm) 

 oSW  :   Initial soil water content (mm) 

 t         :  Time (day) 

 dayR  :   Amount of precipitation on day i  (mm) 

 surfQ   :   Amount of surface runoff on day i  (mm)  
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 aE   :   Amount of actual evapotranspiration on day i  (mm) 

 seepw   :   Amount of percolation on day i  (mm) 

 gwQ     :   Amount of return flow on day i  (mm) 

 

Since the model maintains a continuous water balance, the subdivision of the basin enables the 

model to reflect differences in ET for various crops and soils. Thus, runoff is predicted 

separately for each sub-basin and routed to obtain the total runoff for the basin. This increases 

the accuracy and gives a much better physical description of the water balance. More detailed 

descriptions of the model can be found in Arnold et al. (2011) and Neitsch et al. (2011).  

 

The SWAT model partitions crop yield from the total biomass on a daily basis (Arnold et al., 

2011). The partitioning is based on the fraction of the above-ground plant dry biomass removed 

as dry economic yield and this fraction is known as harvest index (Neitsch et al., 2011). The 

harvest and kill operation is enabled to evaluate the crop yields in the modeling. The equations 

for the crop yield are; 

 

HIbioYLD ag ×= ,    when 1≤HI       (2) 









+
−×=

HI
bioYLD

1
11 ,   when 1>HI     (3) 

 

Where, 

YLD  = Crop yield (kg/ha), 

agbio  = Above-ground biomass on the day of harvest (kg/ha), 

HI  = Harvest index on the day of harvest, and 

bio  = Total plant biomass on the day of harvest (kg/ha) 

 

In this study, the harvest index considered for optimal growing conditions are: rice, 0.50; maize, 

0.50; millet, 0.25; wheat, 0.40; and, barley, 0.54. Whereas the harvest index considered under 

highly stressed growing conditions are 0.25, 0.30, 0.10, 0.20, and 0.20 for rice, maize, millet, 

wheat and barley respectively. The potential harvest index for a given day is depend of the 
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harvest index for the plant at maturity given ideal growing conditions and the fraction of 

potential heat units accumulated for the plant (Neitsch et al., 2011). Thus SWAT takes into 

account the change in harvest index for the crops when there is water stress at certain phases of 

the crops. The equation for the actual harvest index in water stress condition is; 

 

( ) [ ] minmin 883.013.6exp
HIHIHIHI
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1100γ         (5) 

 

Where, 

actHI  = Actual harvest index, 

minHI  = Harvest index for the plant in drought conditions, 

wuγ  = Water deficiency factor,  

aE  = Amount of actual ET on day i  (mm), 

oE  = Amount of potential ET on day i (mm), 

i  = Day in the plant growing season, and 

m  = Day in harvest 

 

 

Model Calibration and Validation 

The stations and period considered for model calibration and validation are described in Table 1. 

The model performance is determined by Nash-Sutcliffe Efficiency (NSE) with respect to the 

daily and monthly observed flow data (Karki, 2012). The performance (Table 1) is acceptable as 

described by Liu and De Smedt (2004); and, Moriasi et al. (2007). Whereas, the simulated crop 

yields are not validated due to lack of data therefore only changes in crop yields are presented in 

this study.  
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Table 1: Hydrological Stations in the West Seti River Sub-basin and Model Performance (Karki, 

2012) 

Station 

Period Model Performance (%) 

Calibration Validation 
Calibration Validation 

Daily Monthly Daily Monthly 

Budhi Ganga, Chitreghat 2001-2003 2004-2006 73 90 60 78 

Seti River, Gopaghat 1986-1990 1991-1995 67 86 54 90 

West Seti, Banga 1981-1985 1986-1990 74 93 68 85 

 

RESULTS AND DISCUSSIONS 

Trend of Actual Evapotranspiration (ET) and Crop Yields 

Figure 2 represents the correlation between simulated annual actual ET and crop yields for the 

period from 1981 to 2010. This study considers three scenarios of crop rotations in a year. They 

are; 

a) Rice-Wheat-Vegetables rotation scenario, 

b) Millet-Wheat rotation scenario, and 

c) Maize-Barley rotation scenario  

 

The study shows a positive correlation between actual ET and crop yields however, the 

correlation coefficients are less than 0.50 in all crop rotation scenarios. In scenarios (a) and (b), 

crop yields gradually increase with respect to increase in actual ET. Linear trend lines show that 

the ratios of actual ET by crop yields are 0.95 and 0.84 in scenarios (a) and (b) respectively. In 

contrary, the scenario (c) shows crop yields increase slightly with respect to an abrupt increase in 

actual ET. Hence, the linear trend line shows that the ratio of actual ET by crop yields is 3.52 in 

scenario (c).  

 

Figure 3 illustrates the trend of change in actual ET and crop yields under the selected crop 

rotation scenarios in the period from 1981 to 2010. Results show a declining trend of both actual 

ET and crop yields in the simulation period. The trend of changes in crop yields is following the 

trend of change in actual ET in all crop rotation scenarios. 
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Figure 2: Correlation between Simulated Annual Actual Evapotranspiration (ET) and Crop 

Yields under Selected Crop Rotation Scenarios for 1981-2010 Periods  

y = 0.95x + 709.02
R² = 0.31

y = 0.84x + 709.70
R² = 0.43

y = 3.52x + 511.60
R² = 0.35

700

770

840

910

980

1050

50 100 150 200 250 300

Ac
tu

al
 E

T 
(m

m
)

Crop Yields (Tons/km2)

Rice-Wheat-Vegetables Millet-Wheat Maize-Barley

Linear (Rice-Wheat-Vegetables) Linear (Millet-Wheat) Linear (Maize-Barley)



11 
 

  
Figure 3: Actual Evapotranspiration (ET) and Crop Yields Trend under Selected Crop Rotation 

Scenarios for 1981-2010 Periods 

 

Water Balance and Crop Yields 

As afore mentioned, the model runs from 1981 to 2010 with daily climate data and the outcome 

of this study represents average results over a 30 year period as a current climate scenario. The 
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ET are 534 mm, 452 mm, 322 mm, 138 mm and 177 mm respectively under the current climate 

(Table 2). Similarly, simulated surface runoff from the crop fields and crop yields are presented 

in the Table 2. In the study, the total surface water yields are validated with the observed river 

flows however the simulated crop yields are not validated as there are no available data which 

spatially covers over the study area. All the crops are considered as rain-fed and the auto-

irrigation option of model is enabled in the simulation. In auto-irrigation option, the model will 

automatically apply water up to a maximum amount whenever there is water stress in crops 

(Neitsch et al., 2011). Hence this study only looked into how climate change will impact on the 

crop yields with default parameters of the model and by auto-application of irrigation. 

 

Table 2: Simulated Water Balance and Crop Yields under Current Climate 

Variables 
Summer Crop Winter Crop 

Rice Maize Millet Wheat Barley 

Precipitation (mm) 1002 818 788 186 169 

Actual ET (mm) 534 452 322 138 177 

Surface Runoff (mm) 235 175 170 7 10 

Crop Yields (Tons/km2) 54 83 15 45 29 

 

Impact of Climate Change on Water Balance and Crop Yields 

The climate change impact study is assessed by comparing between the model results of baseline 

(from 1971 to 2000) and future projections (from 2031 to 2060). The model results show that the 

total precipitation will change by -4.4% in rice, +0.5% in maize, -9.5% in millet, +37.3% in 

wheat, and +30.6% in barley fields. Similarly, actual ET will change by +0.7% in rice, +3.4% in 

maize, -3.4% in millet, +41.2% in wheat, and +36.2% in barley, under future climate projections. 

Actual ET will increase in all crops except in millet because water availability will decrease in 

the millet fields. The linear correlation will occur in the percentage change between precipitation 

and actual ET; and, between crops yield and actual ET (Figure 4). However, the correlation 

equations between actual ET and crop yields are different between summer and winter crop 

(Figure 4). The change in surface runoff on the crop fields is presented in the Table 3. Whereas 

the impact of climate change results show that crop yields from rice, maize and millet will 

decrease by 10%, 7.9% and 26.1% respectively, the yield of wheat and barley will increase by 
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7.8% and 5.8% respectively under future climate. The precipitation on the summer crops will 

decrease, except in maize which will impact negatively on the crop yields (Table 3). Whereas, 

precipitation on the winter crops will increase and this will lead to an increase in crop yields. 

Hence, the impact of climate change shows that summer crop yields will decrease and winter 

crop yields will increase. Therefore, the changes in amount of precipitation will impact on the 

actual ET, and then on the crop yields. 

 

Table 3: Percentage Change in Simulated Water Balance and Crop Yields under Future Climate 

Variables 
Summer Crop Winter Crop 

Rice Maize Millet Wheat Barley 

Precipitation -4.4% +0.5% -9.5% +37.3% +30.6% 

Actual ET +0.7% +3.4% -3.4% +41.2% +36.2% 

Surface Runoff -12.6% -6.3% -16.9% +21.9% +18.1% 

Crop Yields -10.0% -7.9% -26.1% +7.8% +5.8% 

 



14 
 

 
Figure 4: Correlation of Percentage Change between Precipitation and Actual ET, and between 

Crop Yields and Actual ET under Future Climate Scenario 
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due to disagreement among the projected future climate scenarios (Bharati et al., 2012) and this 

uncertainty can reliably be reduced by using only a selection of GCMs that shows high inter-

model similarity for the current and future climate (Sperna Weiland et al., 2012). 

 

The SWAT model is found to be a good tool to simulate the water balances and crop yields 

under current and future climate scenarios. However, the model’s performance will depend on 

the model inputs and availability of observed data to validate output. In this study, simulated 

water balance components are more precise due to the availability of observed river flow data. 

Whereas, due to unavailability of spatially coverage of crop yields data, the study is confident to 

present only changes in crop yields under future climate scenario. 
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Abstract 
 

In this study, impacts of climate change on water balance components in the Bhima river 
basin  in are investigated. A distributed hydrological model namely Soil and Water 
Assessment Tool (SWAT) has been used for study.  Using outputs from RCM, viz. 
PRECIS ("Providing REgional Climates for Impacts Studies") are applied to generate 
daily monthly time series of precipitation, surface flow, water yield, ET and PET. Monthly 
calibration and validation of the SWAT model for stream flow were performed after 
conducting sensitivity analysis.  Manual and automatic calibration methods were used 
for calibration.   Thirty one (1970- 1990)  years of meteorological and measured stream 
flow data were used for calibration and validation. The periods 1970-1986 and 1987- 
1990 were used for calibration and validation respectively including two years of warm-
up period (1970 and 1971). The R2 value during the calibration period shows a good 
correlation between observed and simulated values of stream flow.   The R2 and NSE 
values were found to be as 0.72 and 0.80 respectively. The R2 value during the 
validation period shows a good correlation between observed and simulated values of 
stream flow.  The R2 and NSE values were found to be as 0.69 and 0.81 respectively.  

Using the calibrated model simulation at 29 sub-basins of the Bhima basin has 
been conducted 30 years of data belonging to control (present) and the reaming the 
remaining 60 years data (2011-2040) & (2041-2070) were corresponding to CHG 
(future) climate scenario.  Quantification of climate change impact analysis has revealed 
that increase in precipitation has been predicted in almost half of the month of the year , 
while in the remaining months decrease in precipitation has been predicted.  The 
magnitude of this increase/decrease in precipitation over the Bhima basin has been 
variable over various months. 
 
Keywords: PRECIS, SWAT-Model, Soil, Land-use-land cover , Water Balance 
 
 
 
 
 
 
 
 
 



INTRODUCTION  
Climate change is mainly characterized by long-term trends in the temperature, sea 

level, precipitation changes and frequencies of droughts and floods etc.  It is now well-
established that the Earth’s climate system has clearly changed, on global as well as 
regional scale, since the pre-industrial era. Some of these changes are attributed to human 
activities. Human activities have increased the atmospheric concentration of greenhouse 
gases and aerosols and these constituents have actively helped to increase temperature in 
recent few decades.  
The general impacts of climate change on water resources have been brought out  by the 
Third Assessment Report of the Intergovernmental Panel of Climate Change (IPCC), 
2001). Observed warming over several decades has been linked to changes in the large-
scale hydrological cycle such as, increasing atmospheric water vapor content; changing 
precipitation patterns, intensity and extremes; reduced snow cover and widespread 
melting of ice; and changes in soil moisture and runoff. Precipitation changes show 
substantial spatial and temporal  variability.. The frequency of heavy precipitation events 
(or proportion of total rainfall from heavy falls) has increased over most areas.  
( Goswami et. al. 2006). Changes in the total amount of precipitation as well as in its 
frequency and intensity have been predicted which shall in turn affect eh magnitude and 
timing of  runoff and soil moisture status. The impacts of climate change are also 
predicted to be dependent on the baseline condition of the water supply system and 
ability of water resource managers to respond not only to climate change but also to 
population growth and changes in demands technology, as well as economic, social and 
legislative conditions. The coping capacity of the societies shall vary with respect to their 
preparedness.  Courtiers with integrated water management systems may protect water 
users from climate change at minimal cost, whereas others may have to bear substantial 
economic, social and environmental costs to do the same. 
 Thus, impact of climate change is going to be most severe in the developing 
countries, because of their poor capacity to cope with and adapt to climate variability. 
This paper presents detailed results of predicted water balance components  in the Bhima 
river basin of the country on account of climate change. 

Keeping the importance of the subject , an attempt has been made in this study  to 
quantify the impact of climate change on the water resources of the Bhima river basin 
using hydrological model. The study uses the PRECIS ("Providing REgional Climates 
for Impacts Studies") daily weather data to determine  the control or present and GHG  
(Green house Gas) or  future Water availability in space and time.  PRECIS (pronounced 
as in the French précis - "PRAY-sea") is based on the Hadley Centre's regional climate 
modeling system.  

STUDY AREA 
This study was carried out in the Bhima river basin, a major sub-basin of the Krishna 
river basin in India. ( Figure 1). The study basin is shared mainly by the Maharashtra , 
Karnataka and Andhra  Pradesh states.  The main channel of the river has a total length of  
725 km and drains a total  land area of about 48,631 km2. Ujjani Dam, is one of the major 
water resources project  of the basin.  



Materials and Methods 
SWAT (Soil and Water Assessment Tool) is a physically based, continuous-time model, 
developed by Dr. Jeff Arnold for UDSA-ARS (Agricultural Research Service; Arnold 
and Fohrer, 2005).  It is used in many countries (Rosenberg et al. 1999). In China, the 
model has been used to simulate or predict runoff of different basins, e.g. the Yangtze 
River ( Huang and Zhang, 2004; Zhu and Zhang 2005), Sanchuanhe River ( Luo et al. 
2008). In India also this model has been extensively used for climate change study of 
Indian River basins by  IIT Delhi ( Gosian et al 2006). The model has capability of being 
used for watersheds as well as the major river basin systems. It is distributed continuous, 
daily time interval hydrological model with an ArcGIS interface for pre and post 
processing of the input and output data. The study determines the present water 
availability in space and time without incorporating any man made changes like dams, 
diversions etc.  The same framework then used to predict the impact to climatic change 
on the availability of water resources (future) by using the predicted data of a PRECIS 
with assumption that the land use shall not change over time. 

DATA INPUTS FOR HYDROLOGICAL MODELING 
The SWAT model requires data on terrain, land use, soil weather for the assessment of 
water-resources availability at desired locations  of the drainage basin. To create a SWAT 
dataset, the interface needs to access ARC GIS with spatial analyst extension and data set 
files , which provide certain types of information about the watershed.  The following 
maps and database files were prepared prior to making the simulation runs. 

Digital Elevation Model (DEM)  
DEM represents a topographic surface in terms of a set of elevation values measured at a 
finite number of points.  DEM for study area have downloaded from ASTER GDM., 
ASTER Global Digital Elevation Model (ASTER GDEM) .The Ministry of Economy, 
Trade and Industry of Japan (METI) and the National Aeronautics and Space 
Administration (NASA) are collaborating on a project to develop ASTER Global Digital 
Elevation Model (ASTER GDEM), a DEM data which is acquired by a satellite-borne 
sensor "ASTER" to cover all the land on earth . The resolution of data is 30 seconds and 
it is downloaded in degree tiles and then mosaic using ARC GIS tool box. The stream 
layer and watershed layer have been generated using above mentioned data set.  
 

Soil Data 
The published paper maps of soil layer have been procured from the National Bureau of  
Soil Survey and Land Use Planning (NBSS&LUP, 2002), Nagpur, a premier Institute of 
the Indian Council of Agriculture Research (ICAR). These soil maps were first digitized 
and various soil properties viz .Hydrological Group, Maximum routing Depth (mm), 
Depth of soil at various layers, Water holding capacity of the soil, Texture of the soil, 
Bulk Density, Moist soil Albedo, Erosion factor of the soil have been worked out.  
 
 



Land Cover/Land Use Layer 
Classified land cover data produced using remote sensing by the University of Maryland 
Global Land cover Facility   (13 categories) with resolution of 1 km grid cell size has 
been used ( Hansen et al., 1999).  
 

Delineation of the River Basin 
Automatic delineation of the Bhima river basin is done by using the DEM as input and 
the final outflow point on the river basin as the final drainage point . Fig. 1 depicts the 
modeled river basin (automatically delineated using ARCGIS ). The river basin has been 
further divided into sub-basins depending on the selection of the threshold value. 

 
 
 

Fig. 1: Bhima river basin along with Weather stations 
 

 Weather Data 

Weather Generator Data 
SWAT requires daily values of precipitation, maximum and minimum temperature, solar 
radiation, relative humidity and wind speed. For generating this data, daily grided 
observed precipitation and temperature values published by India Meteorological 
Department ( IMD) for the period 1901-2005 and 1950-2000 respectively have been 
used. Climatic data for solar radiation, wind and humidity published by IMD has also 
been used. Weather monitoring stations are also shown in  Fig. 1. 

Weather Data (Climate Model Data) 
The data generated in transient experiments PRECIS (("Providing REgional Climates for 
Impacts Studies"), at a resolution 0.44°x 0.44°latitue by longitude RCM grid points has 



been obtained from Indian Institute of Tropical Meteorology (IITM),Pune, India. 
PRECIS is an atmospheric and land surface model of limited area and high resolution 
which is locatable over any part of the globe.  PRECIS is forced at its lateral boundaries 
by the simulations of high resolution global model (HadAM3H). 

  The daily weather data on temperature (maximum and minimum), rainfall, solar 
radiation, wind speed and relative humidity at all the grid locations were processed. The 
centroid of each grid point is then taken as the location of weather station to be used in 
the SWAT model.  The procedure has been used for processing the control/present 
(representing series (1960-1990) and the GHG (Green House Gas) A1B scenarios,   
(representing series 2011-2040 and 2041-2070) . 

HYDROLOGICAL MODELING OF THE BHIMA RIVER BASIN 
 The ArcSWAT distributed hydrologic model has been used.  The basin has been 
sub-divided in to 29 sub-basins using threshold values adapted to divide the basin into a 
reasonable number of sub-basins so as to account for the spatial variability.  After 
mapping the basins for terrain, land use and soil, each of the basins has been simulated 
imposing the weather conditions predicted for control and GHG climate. 
 

Model calibration and validation for simulation 
 
 Monthly calibration and validation of the SWAT model for stream flow were 
performed after conducting sensitivity analysis.  Manual and automatic calibration 
methods were used for calibration.  The sensitivity analysis and calibration currently 
available in  the SWAT-CUP , Sequential Uncertainty Fitting (SUFI 2 method) were 
performed to determine optimal parameter values for output variable based upon 
observed data collected at a single gauge outlet of the  Nira river watershed at Sarati (170 
54’ 00 N, 750 02’ 00 E ). Twenty one (1970- 1990)  years of meteorological and 
measured stream flow data were used for calibration and validation. The periods 1970-
1986 and 1987- 1990 were used for calibration and validation respectively including two 
years of warm-up period (1970 and 1971).  The warm-up period minimizes the effect of 
the simulated initial state variable such as soil water content and surface residue. After 
each parameter adjustment, the simulation and measured stream flow was compared to 
judge the improvement in the model prediction.  The performance of the model in 
simulating hydrologic variables was evaluated with the help of statistical parameters such 
as coefficient of determination (R2) and Nash-Suttcliffe Simulation Efficiency (NSE).  
The R2 value indicates the relationship between the observed and simulated values. NSE 
indicates how well the plot of observed verses simulated values fits the 1:1 line, mean 
absolute error (MAE) and Root Mean Square Error (RMSE) indicates the error between 
observed and simulated values. Model prediction is considered unacceptable if the R2 and 
NSE values less than or very close to 0 while perfect if the values are 1.  While MAE and 
RMSE have has a lower limit, the value of 0 which is the optimal value for each of them. 
Statistical parameters for model evaluation are given in Table 1. 
 

 
 



Table 1 Statistical parameters for Model evaluation 
 

Statistics Calibration Period Validation Period 
R2 0.72 0.69 
NSC 0.82 0.77 
RMSC 1.08 1.14 

 
The scatter plots of the observed and simulated monthly stream flow for the calibration 
period during June to September as been shown in Fig 2 (a) . 

 

 
Fig 2 (a)  Scatter plot for calibration period (1970-1986) 
 

The major portion of the scatter plot is well distributed about the regression line 
indicating the model capability of estimating stream flow for well-distributed normal 
rainfall events. The R2 and NSE values were found to be as 0.72 and 0.82 respectively.  
The R2 value during the calibration period shows a good correlation between observed 
and simulated values of stream flow.  The scatter plots of the observed and simulated 
monthly stream flow for validation period (1987-1990) during June to September has 
been show  in the Fig.2 (b). It has been also found that major portion of the scatter plot is 
well distributed about the regression line. The R2 and NSE values were found to be as 
0.69 and 0.77 respectively during the validation period. Though   R2 value during the 
validation period is comparatively low, it shows a good correlation between observed and 
simulated values of stream flow. 

 



 
Fig 2 (b) Scatter plot for validation period (1987-1990) 
 

The simulated monthly monsoon streamflow values have been compared with the 
observed stream flow values and shown in Figure 3.  It has been found that the 
magnitudes of the simulated stream flow are lower than that of observed stream flow for 
most of the years during high rainfall events.  In case of normal rainfall events the 
prediction matches with the measured values.  As initially the soil was dry and major 
portion of rainfall was retained in the cultivable land, the runoff was generated less in the 
beginning of the monsoon season.  It is observed that the stream flow mainly depends on 
the nature of rainfall.  Heavy and continuous rainfall in short span of time produces more 
runoff.  The observed as well as simulated high runoff during July, August and 
September months of high rainfall are ascribed  to slower recharge process. 

 
Fig 3Comparison between the simulated and observed monthly monsoon streamflow 
during calibration and validation period  

 



After validating the hydrologic models with the historical record , the next step to 
simulate the hydrologic parameter using  PRECIS data corresponding to different 
scenarios used in this study The details of different projections for different periods are 
given in succeeding sections.  
 

CONTROL CLIMATE SCENARIO 
The Bhima river basin has been simulated using the ArcSWAT model firstly by using 
generated daily weather data of the PRECIS, A1B control climate scenario (1960-1990).  
Although the SWAT model does not require elaborate calibration, yet in the present case, 
any calibration was not meaningful since the simulated weather data is being used for the 
control period which is not the historical data corresponding to the recorded runoff  
( Gosain & Sandhya Rao, 2007). An evaluation of the  PRECIS model, skills and biases 
is well comparable with observed precipitation and temperature patterns with those in the 
baseline simulation. (Rup Kumar et al., 2006). The SWAT model has been used on 
various Indian catchments of varied sizes and it has been observed that the model 
performs very well without much calibration (Gosain et al., 2006).  Presently, the model 
has been used with the assumption that every river basin is a virgin area without any 
manmade change incorporated, which was reasonable for making the initial study. 
 The model generates detailed outputs on flow at sub-basin outflow points, actual 
evapotranspiration and soil moisture status at daily interval. Further sub-divisions of the 
total flow into components such as surface and subsurface runoff, recharge to the ground 
water can be made on daily basis. The monthly average precipitation, actual 
evapotranspiration and water yield as simulated by the model over the Bhima basin as 
whole for control scenario as well as for two A1B have been computed.  
 

PRECIS Climate Scenario 
The model has been then run on the Bhima river basin using GHG climate scenarios (for 
the years, 2011-2040 & 2041- 2070) data but without changing the land use.  The outputs 
of these two scenarios have been made available at sub-basin levels for the Bhima river 
basin.  Detailed analyses have been performed on the problem basin to demonstrate the 
impacts at the sub-basin level. All annual water balance components have been 
normalized, by using mean and standard deviation of  respective water balance 
components for the  base line period (fig.4 ). The variation in mean annual water balance 
components from current to GHG scenarios shows that there has been increase in the 
annual precipitation.  The increase in precipitation has been found more prominent for the 
period 2041-2070. For the period 2011-2040 there is slight decrease in surface runoff, 
where as for the period 2041-2070  surface runoff  as well as annual water yield & actual 
evapotranspiration also likely to be increased. However, there is a decrease in soil 
moisture storage. 
 

CHANGES IN WATER BALANCE COMPONENTS 
As mentioned above the monthly average precipitation, actual evapotranspiration, 
potential evapotranspiration, surface flow and water yield as simulated over the Bhima 



basin as a whole for control and two Scenarios( A1B PRECIS)  has been obtained.  Fig 5 
the variation in mean monthly water balance components from control to GHG scenario, 
both in terms of change in individual values of these components as well as percentage of 
change over control It may be observed from the above figures that increase in 
precipitation has been predicted in almost more than half of the months the year, while 
remaining months decrease in precipitation has been predicted.  The magnitude of this 
increase/decrease in precipitation over the Bhima basin has been variable over various 
months.  The monthly average precipitation, actual evapotranspiration and water yield as 
simulated by the model over the basin is increased during the period 2041-2070.  
.  
 

 
 

Fig.4 Mean monthly water balance components for A1B Scenarios (2011-2040 &   2041-2070) 



 
  Fig. 5 Difference in mean monthly water balance components from control to A1B Scenario 

 

Limitations of the Study 
It also should be noted that future flow conditions cannot be projected exactly due to 
uncertainty in climate change scenarios and GCM outputs. However, the general results 
of this analysis should be identified and incorporated into water resources management 
plans in order to promote more sustainable water use in the study area. 
 Climate change impact assessment on water availability, the study  watershed consider 
two model analyses and out puts, which are depends on simplified assumptions. Hence, it 
is unquestionable that the uncertainties presented in each of the models and model 
outputs kept on cumulating while progressing towards the final output. These 
Uncertainties include: Uncertainty Linked to Data quality, General circulation Model 
(GCMs), Emission scenarios. 
The model simulations considered only future climate change scenarios assuming all 
other things constant. But change in land use scenarios, soil, management activities and 
other climate variables will also contribute some impacts on water availability and crop 
production. 
 

CONCLUSION 
In this study projections of precipitation and evaporation change and their impacts on 
stream flow were investigated in the Bhima river basin for the 21st century. This study 
attempts to quantify the climate change impacts on soil water availability and surface 
runoff using PRECIS model output and water balance simulation modelling approach of 
SWAT model.  In doing so this study reached to the following summaries. 
 



1. The result of hydrological model calibration and validation indicated that the 
SWAT model simulates the stream flow appreciably well for the study area. The 
model performance criterion which is used to evaluate the model result, the 
coefficient of determination and the Nash-Sutcliffe simulation efficiency values 
obtained proved this fact. 

 
2. Hydrological impact of future climate change scenarios indicated that there will 

be variation in mean annual water balance components from current to GHG 
scenarios shows that there has been increase in the annual precipitation.  The 
increase in precipitation has been found more prominent for the period 2041-
2070. For the period 2011-2040 there is slight decrease in surface runoff, where 
as for the period 2041-2070 surface runoff as well as annual water yield and 
actual evapotranspiration also likely to be increased. However, there is a decrease 
in soil moisture storage. 

 
3. This study used future climate series for one of the RCM, PRECIS for the impact 

analysis. Due to uncertainties in climate forecasting, the use of climate model 
ensembles and multiple scenarios will be useful for understanding   the range of 
climate change impact that can be expected on the water resources in the Bhima 
river basin. 
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Abstract 
 
The City of Austin, Texas is in the process of updating its land development regulations and 
requested that the hydrologic impacts of the new regulations be compared to existing regulations. 
The authors increased the scope of the project in order to determine the overall effectiveness of land 
development regulations with respect to changes in hydrology.  Four development scenarios were 
modeled using SWAT.  These models represented conditions from pre-1970s through the proposed 
regulations and a baseline undeveloped scenario. Scenarios were compared based on impacts on 
flooding, erosion and aquatic life potential. Early regulations with narrow stream buffers and 
detention basins addressed infrequent flood events but increased the peak flows associated with 
return periods less than 25 years, increased excess shear and changed hydrologic metrics indicating 
a probable decrease in aquatic life potential. Later regulations, including the proposed regulation, 
which include more extensive creek buffers, detention and water quality controls, controlled the 
infrequent flood events and decreased the peaks flows for different return periods to near 
undeveloped conditions, reduced excess shear and maintained hydrologic metrics for aquatic life 
potential. 
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Introduction 
 
Over the past forty years the City of Austin (COA), Texas has implemented various rules and 
ordinances in order to protect the public, property and the natural environment from the changes 
in hydrology associated with urbanization.  The initial ordinance, the Waterways Ordinance 
(WO) was passed in 1974 and focused primarily on flooding.  The Comprehensive Watershed 
Ordinance (CWO) was passed in 1986 and included creek buffers and addressed water quality 
and erosion concerns in addition to flooding.  The City is in the process of adopting the 
Watershed Protection Ordinance (WPO) which will build on the CWO.  A rigorous evaluation of 
the effectiveness of these ordinances was not possible using field data due to multiple ordinances 
applied to a given watershed over time and the length of time for natural processes like erosion 
to occur. 

This study evaluates effectiveness of these ordinances with respect to flooding, erosion and 
aquatic life potential using the sub-daily and urban BMP options in the latest version of 
AcrSWAT (2012.10.17) (Arnold et al, 2013). 

Study Site and Model Development 

The study site is a 4.99 km2 tributary of Gilleland Creek located east of Austin, TX (30○17’45”N, 
97○33’12”W) in the Blackland Prairie eco-region (Fig. 1).  The watershed is currently 
undeveloped and dominated by unimproved pasture and scattered honey mesquite (Prosopis 
glandulosa) and eastern red cedar (Juniperus viginiana).  In addition to modeling the 
undeveloped condition, four models were developed for this watershed based on the different 
regulations.  All five models used the same SSURGO soils data and 3-m DEM developed from 
LIDAR data collected by COA in 2003. 

The land use maps for the different development scenarios were created by the COA Watershed 
Protection Department’s (WPD) Policy and Planning staff.  Initially, a ‘wallpaper’ was created 
containing the various land uses in proportions found throughout the city.  Buffers and easements 
were them applied to the stream in accordance to the different regulations.  Prior to the 
implementation of WO, the only requirement was a limited easement of 9 m from the centerline 
of the creek along the channel with drainage areas >130 ha (320 ac).  The WO required a wider 
easement (30 m) to the same extent.  CWO required a wider buffer (45 m) which could include 
no development and an additional water quality transition zone of 60 m which could have limited 
development.  The proposed WPO required a wider buffer (90m) but does away with the water 
quality transition zone.  WPO also extends smaller buffers (30m) to areas with drainage >25 ha 
(64 ac).  Precipitation was based 15-min rainfall from two gauges that are part of the COA Flood 
Early Warning System.  Daily temperature data were from the NWS Robert Mueller Airport 
station.  Other weather inputs were generated using the WGEN_US_COOP_1960_2010 database 
in ArcSWAT.  Since the watershed is ungaged, model parameters were adjusted based on local 
knowledge and used for all scenarios.  The adjusted parameters are in Table 1. 

In addition to different land use requirements, the ordinances also had different requirements for 
stormwater control measures (SCMs).  The WO was focused primarily on flooding generated by 
larger storm events and only required detention to control the peak flow from the 2-, 10-, 25- and 
100-yr 24-hr design rainfall (Type III) (COA, 2013a).  This was accomplished by placing an on- 
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Figure 1.  Gilleland tributary study area. 

line detention basin at the outlet of reach 9 (see Figure 2).  The peak discharges from the 
developed conditions for the design rainfalls matched the undeveloped peaks after passing 
through the detention basin.  This detention basin design was also used for the CWO and WPO 
models.   

In addition to detention, CWO and WPO require water quality controls, typically accomplished 
with sedimentation-filtration basins (SF).  The typical COA SF is designed to capture a specified 
volume of upland runoff from urban areas in a sedimentation basin.  The outlet of the 
sedimentation basin is usually controlled by an orifice designed to allow water to pass to the sand 
filter basin at a rate that would allow the entire volume to be drained in 48 hours.  Effluent from 
the sand filter is discharged into the creek.  The volume of the sedimentation basin is determined 
by the impervious cover of the contributing area: for 20% impervious cover, the volume is 1.27 
cm; for every additional 10% of impervious cover, the capture volume increases by 0.254 cm.  If 
the volume of the sedimentation basin is exceeded, additional flow bypasses the system and is 
discharged into the creek (COA, 2013b).  In ArcSWAT 2012.10.7 SF basins are applied to 
runoff from specified urban HRUs, the runoff is then combined with runoff from other HRUs 
before being routed through the reach. 

The five models were run for twenty-five years 1987-2012 based on the valid 15-minute rainfall 
dataset.  The first two years were used as a warm up period and not used for analyses. 
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Table 1. Calibration parameters for Gilleland scenarios 
Parameter Value File 

CH_N2 0.035 .RTE 
CH_K2 5 .RTE 
ALPHA_BNK 0.25 .RTE 
ALPHA_BF 0.1 .GW 
GW-DELAY 10 .GW 
BFLO_DIST 0.25 .BSN 
IUH 2 .BSN 
UHALPHA 4 .BSN 
SURLAG 1 .BSN 
IRTE 1 .BSN 
CH_N1* 0.035 .SUB 
CH_K1* 5 .SUB 
CN for PAST* -4 MGT 
* for undeveloped case only 

 
Figure 2. Detention basin location in WO, CWO and WPO models. 

Data Analyses 

Data from each scenario were analyzed based on the three different missions for WPD, flooding 
erosion and water quality & aquatic health.  Flooding was assessed through peak flow rates for 
different return periods.  Erosion was assessed by an evaluation of annual average cumulative 
excess shear.  Water quality was not addressed in this study but the potential impacts of 
hydrologic modification on aquatic life were assessed. 
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Table 2. Peak flow rate recurrence intervals for development scenarios on Gilleland tributary. 

Recurrence 
Interval (yr) 

UND 
(cms) 

PRE 
(cms) 

WO 
(cms) 

CWO 
(cms) 

WPO 
(cms) 

24.00 39.4 65.2 50.7 39.3 39.7 
12.00 37.8 62.7 47.6 32.9 38.6 
8.00 36.1 52.7 43.1 31.2 32.8 
6.00 34.8 50.1 41.2 31.1 31.9 
4.00 32.1 49.3 39.3 29.1 29.9 
3.00 30.6 45.9 37.5 26.4 29.7 
2.00 25.7 40.7 33.1 22.8 25.3 
1.50 21.7 38.3 29.9 18.4 22.2 
1.00 18.8 32.8 27.9 12.6 15.2 
0.75 16.4 29.5 24.2 10.4 12.8 
0.50 11.4 23.8 20.3 3.87 4.96 
0.25 5.59 17.6 14.4 0.616 0.681 

 
Flood Impacts 

Typical flood analyses examine large and infrequent flood events based on design rainfall events 
to protect lives and property.  However, less frequent events may also cause problems with low 
water crossings or inundation of the floodplain.  While detention basins may limit peak 
discharge, the recurrence of that discharge may be more frequent than previously experienced.  
Frequent flood peaks were assessed in this study by comparing the peaks at given return periods 
to the same return period peaks.  This was accomplished by ranking the storm peaks in 
descending order for the 23 year period of analysis.  Then, assuming a Weibull distribution, 
average recurrence interval was determined by, 

 𝑇 = 𝑁+1
𝑚

 [1] 

where T is the average recurrence interval in years, N is the number of years in the record and m 
is the rank of the event (Gordon, et al., 1994).  Recurrence events for the five development 
scenarios on Gilleland are presented in Table 2. 

Based on the modeling study, pre-ordinance development (PRE) exhibited much higher peaks 
for every recurrence interval.  The 1-yr recurrence for undeveloped (UND) would be expected 
approximately every 3 months while the UND 24-yr recurrence would occur approximately 
every 18 months.  Adding the detention basin at the end of Reach 9 in the WO scenario had some 
impact but not as much as planned.  It was hoped that by placing the detention basin in this 
location the downstream flood peak would pass before the upstream peak arrived.  This worked 
to some extent but all of the peak flows were higher for every recurrence interval.  This was 
more pronounced at the more frequent events (<2-yr) because the smallest storm the detention 
basin was designed to control was the 2-yr rainfall event.  The addition of SF controls in the 
CWO and WPO scenarios significantly reduced the peak discharges across all recurrence 
intervals, nearly matching the undeveloped condition for recurrence intervals between 2 and 24 
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years.  For more frequent recurrence intervals the SF controls removed almost the entire peak, 
such that the 3-month peak was almost non-existent. 

Erosion Impacts 

The impacts of development on erosion potential were assessed using average annual excess 
shear (ES).  Excess shear occurs when the shear stress exceeds the critical shear for the stream 
bed and bank.  When the flow exceeds the channel capacity and spills into the floodplain, 
average velocities drop and total shear decreases while shear in the channel will continue to 
increase.  To account for this, this study only examined shear in the main channel. 

Shear and critical shear were computed using the following equations: 

 𝜏 = 𝛾𝑤 ∙ 𝐷𝐻 ∙ 𝑆𝑤 [2] 

and 

 𝜏𝑐 = Θ𝑐(𝑆𝑔 − 1) ∙ 𝛾𝑤 ∙ 𝑑50 [3] 

where, 
 τ = shear (Pa) 
 τc = critical shear (Pa) 

γw = density of water (kg/m3) 
 DH = depth of water (m) 
 Sw = channel slope (m/m) 
 Sg = specific gravity of soil, 2.65 
 d50 = median particle diameter (m) 
 θc = critical Shield’s parameter, 0.047  

ES was defined as: 
 𝐸𝑆 = ∑( 𝜏 − 𝜏𝑐) for all τ>τc [4] 

Hydraulic properties at the watershed outlet were estimated using WinXSPRO 3.0 (Hardy, et al., 
2005).  This program uses the channel cross-section and slope (estimated from the DEM) to 
develop a stage-discharge relationship based on Manning’s equation.  The program allows the 
user to treat the floodplain differently than the main channel to separate total flow from flow in 
the main channel.  A Manning’s n of 0.035 was used in the channel while 0.1 was used in the 
floodplain.  WinXSPRO computed shear discharge as a function of stage for both the total cross-
section and the main channel.  A table relating channel ES to discharge, assuming a 19 mm 
median particle diameter, was developed and loaded into Hydstra version 10.3.2 (Kisters, 2011).  
The HYCRSUM routine in Hydstra was used to compute cumulative excess shear for the 23 year 
study period based on flow generated by the sub-daily SWAT models.  Average annual excess 
shear for the five scenarios is presented in Figure 3. 

With the 19 mm median particle diameter, ES increased by 181% without any regulations 
compared to the undeveloped scenario.  When detention was added as part of the WO scenario 
ES increased by 196%.  The increase in ES with the added detention is a result of the detention 
basin maintaining flows above the flow associated with τc for a longer period of time.  The CWO  
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Figure 3. Average annual excess shear for five different development scenarios in the Gilliland 
tributary assuming a 19 mm median particle diameter. 

and WPO scenarios resulted in a reduction of ES by approximately 50% compared to 
undeveloped.  This may result in some aggrading of the stream under this condition until 
equilibrium is reached with a new median particle size is reached.   

Another study by COA (Glick and Gosselink, 2013) indicates that these trends hold for other 
particle sizes.  However, for median particle diameters less than 19 mm, there will be 
degradation of the channels even with the inclusion of SF basins given this channel cross-
section.  This is due to the long drawdown time of the SF basins resulting flows above the 
critical flow associated with τc for smaller particle sizes.  This will be of most concern in areas 
like the one where the study watershed is located with deep clay soils.  While the increased 
buffers associated with the proposed WPO may not address this directly, the wider buffer will 
provide an area for the processes to occur without threatening structures. 

Aquatic Life 

The potential impacts on aquatic life were evaluated based on various hydrologic metrics 
identified by Glick and Gosselink (2009; 2011; 2012) and Glick, et al. (2010) which correlated 
well with COA Environmental Integrity Index (EII) aquatic life scores.  These metrics measure 
the presence/absence of flow, the ratio of baseflow to total flow and the variability of the flow 
regime.  These metrics are not absolute; some changes in the metrics might indicate a ‘better’ 
flow regime.  However, it would be a change to regime in which the naturally occurring 
organisms developed.  Use of these metrics should be based on local background conditions. 
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Table 3. Hydrologic flow metrics associated with aquatic life potential in the Austin, TX area for 
different development scenarios. 

  UND PRE WO CWO WPO 
Tdry 0.524 0.244 0.256 0.010 0.099 
BFR 0.3734 0.1491 0.1534 0.6382 0.6328 
FLn 15.78 27.04 28.83 10.87 8.65 
FLd (day) 16.41 4.88 4.63 4.13 4.39 
QPeak (cms) 39.4 65.2 50.7 39.3 39.1 
SD 0.391 0.713 0.658 0.322 0.332 
FHn 16.83 84.09 79.22 26.65 23.91 
FHn (day) 2.30 0.16 0.19 4.61 5.19 
+mean (cms) 0.100 0.246 0.244 0.113 0.106 
-mean (cms) 0.047 0.076 0.077 0.026 0.026 

 
Ten hydrologic metrics which correlate well with EII aquatic life score were computed for the 
different scenarios (Table 3).  These metrics fall into two broad categories: stream flow and flow 
variability.  The first four metrics, Tdry (dry fraction, >0.003 cms), BFR (baseflow ratio), FLd 
(average length of low flow/dry events, >0.003 cms), and FLn (annual number of low flow/dry 
events), are indicators of flow, primarily non-storm flows.  As watersheds urbanize, creeks in 
arid and semi-arid areas tend to be dry more frequently; the ratio of baseflow to stream flow 
decreases; and the number of wet-dry cycles increases.  Alteration of these may affect life cycles 
of the naturally occurring aquatic species.  Of particular concern may be FLn; as the number of 
low-flow cycles increases the species may not be able to complete their life cycle, reducing 
species diversity.  The stream flow metrics in Table 3 indicate that the aquatic life potential 
would tend to decline without regulations (PRE) and if detention alone is the only SCM strategy 
employed.  The stream would be dry more often and BFR is reduced by more than 50%.  In 
addition, the number of dry cycles increased (FLn) where increases indicate the potential 
interruption of the normal life cycles for some of the aquatic species.  These numbers correspond 
well to other Austin area creeks with measured flow that were developed under these regulations 
(Glick, et al., 2010).  With the addition of SF as an SCM in the CWO and WPO scenarios the 
stream appears to have more baseflow and be dry less frequently than in the undeveloped 
condition.  This would be beneficial to the aquatic community but may shift the biological 
community composition from its natural state.  As yet there are no gauged watersheds fully 
developed under CWO regulations so it is difficult to assess if this would actually be the case but 
it does appear that the addition of SF is beneficial to aquatic health with respect to low flow 
conditions. 

The remaining metrics measure flow variability.  These are more important to habitat stability.  
Qpeak (peak flow rate) and SD (standard deviation) provide an indication of the overall peak and 
variability.  The combination of detention and SF used in the CWO and WPO scenarios appear 
to produce flows that are similar to the undeveloped condition while PRE and WO scenarios 
have higher peaks and more variability.  This can also be seen in the mean daily flow duration 
curve (Figure 4) and the flood analyses in Table 2.  FHd (duration of high-pulse events) and FHn 
(number of high-pulse events) are indicators of flow in excess of the 75th percentile of the 
undeveloped condition; typically duration of high pulses decrease with development but the  
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Figure 4. Mean daily flow duration curves for different development scenarios of the Gilliland 
tributary. 

 

numbers increases.  The change in these metrics without SCMs and detention only is dramatic, 
indicating a very flashy stream.  The addition of SFs to the system under the CWO and WPO 
scenarios mitigate these changes to some extent, however the long drawdown of the SF controls 
results in extended high flow condition based on the undeveloped 75th percentile flow rate.  
Since the 75th percentile flow for the undeveloped condition was low, the increase in FHd may be 
outweighed by extending baseflow.  The final measures of flow variability, +mean and –mean, are 
the average rates of rise and fall in the daily mean flow rate.  These typically increase with 
development.  The use of detention alone has little impact on these variables but it appears the 
use of SF will address the changes in average rise to a large extent but reduces the average fall, 
once again due to the long drawdown times associated with SF. 

There appears to be a slight improvement in the hydrologic metrics comparing CWO and WPO 
which may be a result of the increased buffers.  This improvement is modest compared to the 
incorporation of SF as SCMs in the CWO.  

Conclusions 

Four scenarios based on different development regulations and an undeveloped condition were 
simulated for twenty-three years using the sub-hourly version of SWAT and urban BMP 
routines.  The scenarios represented pre regulation development, development under the 
Waterways Ordinance in the 1970s, the Comprehensive Watershed Ordinance of the 1980s and a 
proposed Watershed Protection Ordinance.  These scenarios were compared to the undeveloped 
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condition and the changes in hydrology were evaluated on impacts on flooding, erosion and 
aquatic life potential.   

Changes in hydrology associated with development prior to regulations indicated increased flood 
frequencies, increased erosion and degradation of aquatic life potential.  The Waterways 
Ordinance focused primarily on flooding from larger rainfall events by incorporating detention 
basins.  The changes in hydrology still indicated more frequent high flow events, increased 
erosion and degradation of aquatic life potential.  The Comprehensive Watershed Ordinance 
included requirements for water quality control in addition to wider stream buffers and detention.  
The CWO reduced flood frequencies and erosion to near the undeveloped condition and 
maintained flow metrics in ranges associated with good aquatic life potential.  The primary 
difference between the CWO and the proposed Watershed Protection Ordinance is extending 
stream buffer into the headwaters of creeks.  The SWAT model was not able to significantly 
differentiate these changes; however, the WPO, like the CWO, significantly reduced the 
hydrologic impact of development. 
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Abstract 

 
Urbanization typically has detrimental impacts on stream bank stability due to increased erosion 
potential. Studies have indicated that detention facilities designed to control large runoff events do 
little to address this problem and may exacerbate the problem. Recent studies by the City of Austin, 
Texas have shown that smaller retention facilities designed to address water quality concerns may 
have the added benefit of reducing the erosion potential associated with development.  This study 
employs the new urban BMP routines in SWAT to examine the effects of retention volume and draw-
down rate on excess shear.  Three different levels of development intensity were simulated for 23 
years with differing retention volumes and drawdown rates.  Excess shear was computed for each 
model run based on four different median particle sizes, 12.5, 19, 25.4 and 38 mm and compared to 
excess shear in an undeveloped, stable channel.   

Increased retention volumes reduced excess shear for 19, 25.4 and 38 mm median particle sizes but 
increased excess shear for 12.5 mm median particle size because the flow rate associated with 
draining retention basins was greater that the flow rate associated with the critical shear.  Increasing 
drawdown duration decreased excess shear for 12.5, 19, 25.4 mm median particle sizes but 
increased excess shear for the 38 mm median particle size because the retention basins were full 
more often, creating bypass flow with rates exceeding the critical shear for this particle size. 
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Introduction 
 

Many municipalities in the United States require stormwater quality controls in addition to 
detention controls for extreme flood events.  These water quality controls fall into two broad 
classes; flow-through devices where the flow rate into the device is approximately the same as 
the flow rate out or retention devices that capture a design volume of runoff and release it at a 
slower rate.  Several studies (HDR Engineering, 2007; 2011; Glick and Gosselink, 2012; 2013) 
indicate that the use of retention type water quality controls provide an additional benefit of 
reducing erosion potential of stream bed and banks. 

This study evaluated the effects of varying retention volumes and drawdown rates on excess 
shear in three hypothetical watersheds of varying impervious cover.  These results were 
compared to the excess shear in an undeveloped watershed.  Four watershed models were 
developed using the sub-daily and urban BMP options in the latest version of AcrSWAT 
(2012.10.17) (Arnold et al, 2013).   

Study Site and Model Development 

The study site is a 4.99 km2 tributary of Gilleland Creek located east of Austin, TX (30○17’45”N, 
97○33’12”W) in the Blackland Prairie eco-region (Fig. 1).  The watershed is currently 
undeveloped and dominated by unimproved pasture and scattered honey mesquite (Prosopis 
glandulosa) and eastern red cedar (Juniperus viginiana).  In addition to modeling the 
undeveloped condition, three models were developed for this watershed based on the differing 
development density.  The low density cover model corresponded to the entire catchment being 
developed as low density single-family residential under current regulations resulting in an 
aggregate impervious of 34.9%.  The medium density model represented a mixed use scenario 
and had 51.2% impervious cover while the high density model assumed all commercial 
development and an impervious cover of 64.4%.  All five models used the same SSURGO soils 
data and 3-m DEM developed from LIDAR data collected by COA in 2003. 

Precipitation was based on 15-min rainfall from two gauges that are part of the COA Flood Early 
Warning System.  Daily temperature data were from the NWS Robert Mueller Airport station.  
Other weather inputs were generated using the WGEN_US_COOP_1960_2010 database in 
ArcSWAT.  Since the watershed is ungaged, model parameters were adjusted based on local 
knowledge and used for all scenarios.  The adjusted parameters are in Table 1. 

To better match existing regulations, a detention basin designed to control the peak flow from the 
2-, 10-, 25- and 100-yr 24-hr design rainfall (Type III) runoff events was placed at the outlet of 
reach 9 (see Figure 2).  The peak discharges from the developed conditions for the design 
rainfalls matched the undeveloped peaks after passing through the detention basin.   

The four capture volumes used in the study were based on current and historical capture volume 
requirements.  The first capture volume was 12.7 mm (0.5 in.) of runoff, regardless of 
impervious cover.  This was a historical design standard and is no longer used.  The second 
capture volume is the current City of Austin (COA) standard; for impervious cover equal to or 
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Figure 1. Gilleland tributary study area. 

Table 1. Calibration parameters for Gilleland scenarios 

Parameter Value File 
CH_N2 0.035 .RTE 
CH_K2 5 .RTE 
ALPHA_BNK 0.25 .RTE 
ALPHA_BF 0.1 .GW 
GW-DELAY 10 .GW 
BFLO_DIST 0.25 .BSN 
IUH 2 .BSN 
UHALPHA 4 .BSN 
SURLAG 1 .BSN 
IRTE 1 .BSN 
CH_N1* 0.035 .SUB 
CH_K1* 5 .SUB 
CN for PAST* -4 MGT 
* for undeveloped case only 
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Figure 2. Detention basin location in WO, CWO and WPO models. 

 
Figure 3. Capture volume vs. impervious cover for four different retention SCM designs. 

greater than 20% impervious cover, 12.7 mm of runoff plus 2.54 mm (0.1 in) for every 10% 
impervious cover greater than 20% (COA, 2013).  The third capture volume was based on the 
Lower Colorado River Authority’s (LCRA) design standard capturing the runoff generated by 
the 1-yr, 3-hr rainfall event (LCRA, 2007).  The last and largest capture volume was based on the 
requirements in the COA Barton Springs Zone (SOS) to capture the runoff from the 2-yr, 3-hr 
rainfall event (COA, 2013).  Examples of these are shown in Figure 3. 
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Data Analyses 

The erosion potential for each scenario was assessed using average annual excess shear as the 
bench mark.  Excess shear occurs when the shear stress exceeds the critical shear for the stream 
bed and bank.  Shear and critical shear were computed using the following equations: 

 𝜏 = 𝛾𝑤 ∙ 𝐷𝐻 ∙ 𝑆𝑤 [1] 

and 

 𝜏𝑐 = Θ𝑐(𝑆𝑔 − 1) ∙ 𝛾𝑤 ∙ 𝑑50 [2] 

where, 
 τ = shear (Pa) 
 τc = critical shear (Pa) 

γw = density of water (kg/m3) 
 DH = depth of water (m) 
 Sw = channel slope (m/m) 
 Sg = specific gravity of soil, 2.65 
 d50 = median particle diameter (m) 
 θc = critical Shield’s parameter, 0.047  

ES was defined as: 
 𝐸𝑆 = ∑( 𝜏 − 𝜏𝑐) for all τ>τc [3] 

Hydraulic properties of the watershed outlet were estimated using WinXSPRO 3.0 (Hardy, et al., 
2005).  This program uses the channel cross-section and slope (estimated from the DEM) to 
develop a stage-discharge relationship based on Manning’s equation.  The channel cross-section 
at the end of the watershed with delineated floodplain is in Figure 4.  The program allows the 
user to treat the floodplain differently than the main channel to separate total flow from flow in 
the main channel.  This is necessary because as water spills into the floodplain, the average 
velocity drops, resulting in a decrease in total shear at that discharge.  However, velocity in the 
main channel increases and the shear on the channel bed and bank also increases. 

Assuming a Manning’s n of 0.035 in the channel and 0.1 in the floodplain, WinXSPRO was used 
to compute shear and discharge as a function of stage for both the total cross-section and the 
main channel.  Figure 5 shows the difference in total (based on average velocity) and channel 
shear at different flow rates.  Tables relating channel excess shear to total discharge for four 
different median particle diameters, 12.5, 19.0, 25.4 and 38.0 mm were developed and loaded 
into Hydstra version 10.3.2 (Kisters, 2011).  The HYCRSUM routine in Hydstra was used to 
compute cumulative excess shear for the 23 year study period based on flow generated by the 
sub-daily SWAT models.   
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Figure 4. Gilleland tributary channel cross-section at the mouth of the watershed.  Floodplain 
delineated by red lines. 

 
Figure 5. Total and channel shear for the Gilleland tributary channel. 

The flow rate associated with τc, Qc, increases exponentially as the median particle size increases 
(Figure 6).  The critical flow rate for small median particle diameters is in the range that it may 
be exceeded by controlled releases from retention structures if not correctly designed.  As the 
median particle diameter increases, only large runoff events create enough shear to generate 
erosion in this watershed.  In a watershed with a steeper slope or different channel configuration, 
lower flow rates may be associated with the critical shear. 
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Figure 6. Relationship between critical flow rate for erosion and median particle diameter. 

Results and Discussion 

Results of the analyses grouped by drawdown rate are presented in Table 2.  For ease of 
comparison, the results are the average of the different capture volumes for that drawdown rate 
and median particle diameter.   Compared to the undeveloped condition, not using retention 
controls increased average annual excess shear by approximately 200% for the low impervious 
cover scenario to over 300% for the high impervious cover scenario regardless of particle size.  
This increase in excess shear would create channel widening and/or down cutting, especially for 
smaller median particle sizes.  The cost to mitigate these changes is typically on the order of 
$1,000,000 US per 300 linear meters, assuming no structures are threatened. 

Incorporating retention controls reduced annual average excess shear for all cases.  For particle 
sizes less than 38mm, increasing drawdown time reduced excess shear.  For particle sizes greater 
than 19 mm, the reduction in excess shear was sufficient to account for all of the increases 
associated with increased development intensity.  While excess shear was reduced in all cases for 
the 12.5 mm median particle size, the reduction was lower than that for the larger particle sizes 
and the excess shear exceeded the undeveloped case except for the longest drawdown rate on the 
medium and low impervious cover scenarios.  This was a result of the flow rate in the channel 
during the drawdown of the retention basins still exceeding Qc for that particle size (see Figure 
7).  This will be the case for smaller particle sizes as well (Figure 6).  This should be taken into 
account when designing retention basins for erosion control and longer drawdown times may be 
required. 
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Figure 7. Hydrograph for Gilleland Tributary demonstrating the effects of varying drawdown 
time. 

Table 2. Average-annual cumulative excess shear (Pa) for the Gilleland tributary grouped by 
particle size and drawdown duration.  Different basin sizes have been averaged. 

Particle 
Diameter 

Drawdown 
Duration 

Impervious Cover 
High Med Low 

12
.5

 m
m

 UND 1466 
None  4597 3894 3055 
24-hr 4128 3277 2365 
48-hr 3383 2384 1656 
72-hr 1964 1329 952 

19
.0

 m
m

 UND 808 
None 2564 2111 1602 
24-hr 672 550 451 
48-hr 547 449 398 
72-hr 485 422 402 

25
.4

 m
m

 UND 407 
None 1318 1054 783 
24-hr 231 200 194 
48-hr 240 211 202 
72-hr 267 232 220 

38
.0

 m
m

 UND 61.3 
None 252 183 129 
24-hr 58.9 49.0 44.1 
48-hr 61.1 51.7 46.1 
72-hr 67.1 56.5 50.5 
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Figure 8. Hydrograph for Gilleland Tributary demonstrating the effects of varying capture 
volume. 

Average annual excess shear for the 38 mm median particle size increased with longer 
drawdown times.  For this channel, Qc for the 38 mm particle size was associated with near 
bank-full flows.  By incorporating retention controls, the only times these flow rates occurred 
were when the retention basins were full and runoff bypassed the retention basin uncontrolled.  
By increasing the drawdown time, the capture volume was exceeded more frequently, thus 
increasing the excess shear for the 38 mm particle size.  While the shear did increase, it was still 
less than the uncontrolled shear and two orders of magnitude less that the excess shear for the 
12.5 mm particle size. 

Increasing the capture volume reduced excess shear for median particle sizes of 19 mm and 
greater (see Table 3).  For particle sizes of 12.5 mm, increasing the capture volume increased the 
excess shear.  Increasing the capture volume and holding the drawdown time constant results in 
higher discharge rates (see Figure 8), exceeding Qc for the 12.5 mm particle size in this channel.  
For larger median particle sizes, increasing the capture volume reduces the flow rate of the direct 
runoff which exceeds Qc and reduces excess shear. 

These results indicate that if the primary objective of including retention controls is to reduce 
excess shear and erosion, channels with smaller median particle sizes will be most problematic.  
These will require larger retention basins with longer drawdown times.  The designs for these 
retention basins would need to ensure that the cumulative discharges into the channel not exceed 
Qc for the target particle size 

One of the primary objectives of this study was to determine if existing COA sizing criteria for 
water quality retention controls were sufficient to address erosion concerns.  Table 4 contains the 
ratios of developed to undeveloped average annual excess shear using existing COA sizing 
regulations and 48-hr drawdown requirements.  Values less than one indicate excess shear is less 
than the undeveloped scenario. 
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Table 3. Average-annual cumulative excess shear (Pa) for the Gilleland tributary grouped by 
particle size and design basin size.  Different drawdown durations have been averaged. 

Particle 
Diameter 

Control 
Sizing 

Impervious Cover 
High Med Low 

12
.5

 m
m

 

UND 1466 
None 4597 3894 3055 

Half-Inch 2332 1805 1373 
COA 3128 2138 1558 

LCRA 3416 2480 1592 
SOS 3757 2898 2106 

19
.0

 m
m

 

UND 808 
None 2564 2111 1602 

Half-Inch 912 694 531 
COA 508 449 421 

LCRA 466 414 408 
SOS 387 338 309 

25
.4

 m
m

 

UND 407 
None 1318 1054 783 

Half-Inch 497 375 290 
COA 229 219 222 

LCRA 174 180 212 
SOS 83.1 83.4 97.5 

38
.0

 m
m

 

UND 61.3 
None 252 183 129 

Half-Inch 120 90.9 66.9 
COA 64.7 56.7 51.8 

LCRA 46.4 44.9 49.3 
SOS 18.1 17.0 19.6 

Table 4.  Ratio of developed to undeveloped excess shear using existing COA design 
requirements. 

Scenario 12.5mm 19mm 25.4mm 38mm 
High IC 2.41 0.51 0.55 1.03 
Med IC 1.36 0.48 0.54 0.93 
Low IC 1.03 0.49 0.54 0.83 

 

Existing COA design requirements mitigate increases in annual average excess shear for median 
particle sizes for 19 mm and greater and for 12.5 mm in the low impervious cover scenario.  As 
impervious cover increased the performance of COA decreased for the 12.5 mm particle size.  
Even though the excess shear is greater than the undeveloped scenario, excess shear was reduced 
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by 25% and 50% for medium and high impervious cover scenarios compared no controls. If the 
drawdown duration were extended to 72-hr instead of 48-hr using the existing basin sizing, the 
increase in excess shear would be mitigated for the medium and high impervious cover scenarios 
using a 12.5 mm median particle size.  Since these basins are primarily designed for water 
quality, not erosion mitigation, changes in pond bypass would need to be evaluated prior to 
making any changes. 

Conclusion 

The use of retention based water quality controls in many cases provides an additional benefit of 
reducing the increase in excess shear in the stream channel associated with development.  The 
reduction of excess shear should help maintain equilibrium in the channel, reduce erosion and 
the expenses of repairing erosion problems. 

Increasing the retention volume will reduce excess shear given the discharge from the basin is 
less than the flow rate associated with the critical shear in the channel.  Extending the drawdown 
time for the retention basin will reduce excess shear given the retention volume is sufficient to 
prevent excess bypass of the retention basin. 

In channels with small median particle diameters (≤12 mm) balancing retention volume and 
drawdown time is required.  A large retention volume with a short drawdown time may increase 
excess shear because the discharge may be above the critical flow rate.  Smaller retention 
volumes with longer drawdown rates may produce excess bypass. 
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Abstract 
 

Extensive land degradation in the Ethiopian highlands forces the rural communities to prevent 
further soil erosion to ensure sustainable land management in the endangered regions. Soil 
conservation measures are continuously being established in some areas by research and/or 
development projects but the effects at field and watershed level are unclear.  
The objective of this study is to model runoff and sediment yield in the Gumara-Maksegnit 
watershed in the northern Amhara region, to assess the impact of selected soil and water 
conservation interventions. SWAT was used to simulate the 54 km² large watershed, locally 
treated by stone bunds and water retention ponds, based on SRTM-DEM data, soil data derived 
from 234 observations, a land-use map based on supervised satellite-image classification and 
weather data from four different rain gauges. Runoff and sediment concentration was monitored 
at three gauging stations to provide a reliable model calibration. Comprehensive field monitoring 
was undertaken to assess upland and channel processes and thus to consolidate the model 
performance. By means of the calibrated model mean annual runoff (271 mm) and soil loss 
(22.6 t ha-1) was calculated and the highly endangered regions concerning land degradation 
were located. The achieved NSE of modeled and observed daily runoff of 0.777 indicates that 
the SWAT model can be properly used for the assessment of the on-site watershed 
characteristics and based on this, various scenarios can be simulated to identify efficient soil 
conservation strategies for the study area. 
 
Keywords: Soil conservation, gully erosion, Ethiopian highlands, sediment concentration. 
 
 
 



 
 
 

Introduction 
 
In Ethiopia, soil erosion by water contributes significantly to food insecurity and constitutes a 
serious threat to sustainability of the existing subsistence agriculture (Hurni, 1993; Sutcliffe, 
1993; Sonneveld, 2002). FAO (1984) and Hurni (1993) estimated that in the Ethiopian highlands 
annual soil loss reaches up to 200 to 300 tons per hectare. 
The extensive famine of 1973 and 1974 initiated a first governmental rethinking concerning rural 
land management and consequently large-scale soil conservation and rehabilitation programs 
were undertaken (Hurni, 1985). Kruger et al. (1996) reported that between 1975 and 1989, 
980000 hectares of cropland were protected by terraces and 310000 hectares of denuded lands 
were re-vegetated in highly degraded areas. However, the achievements of several soil 
conservation projects remained below the expectations and considerable efforts in soil 
conservation failed to prevent ongoing land degradation. 
In the Gumara-Maksegnit watershed in the Ethiopian highlands a study was carried out to 1.) 
localize the hot-spots of surface runoff and soil erosion and 2.) to evaluate the effects of different 
soil conservation techniques. SWAT was used to model the 54 km² large watershed, locally 
treated by soil conservation measures, to be used as a basis for future watershed planning to 
combine agricultural and socio-economic demands with soil conservation requirements 
according to the spatially variable conditions of this region. 

 

Materials and  Methods 

Study area 
The Gumara-Maksegnit watershed is located in the Lake Tana basin in the northwestern Amhara 
region, Ethiopia between 12° 24’ and 12° 31’ North and between 37° 33’ and 37° 37’ East. The 
54 km² large watershed drains into the Gumara River, which ultimately reaches Lake Tana. The 
climate in the northwestern Amhara region is characterized by heavy rainfall events during the 
rainy season from May to October and a dry spell from November to April. Mean annual rainfall 
is about 1170 mm at which more than 90 % of the rainfall occurs during the rainy season. The 
average monthly maximum and minimum temperatures are 28.5°C respectively 13.6°C. The 
elevation of the watershed ranges from 1920 m to 2860 m above sea level.  
In the watershed five different soil types were determined: sandy clay loam, sandy loam, clay 
loam, loam, and clay. Shallow loam soils (rooting depth < 15 cm) were found in the upper part of 
the watershed whereas clay soils with rooting depth > 100 cm were found in the lower areas near 
the outlet of the catchment. 
The watershed is mainly covered by agricultural land (74%) followed by forest (23%), pasture 
(2%) and villages. The major crops of the agricultural lands include sorghum, teff, faba bean, 
lentil, wheat, chick pea, linseed, fenugreek, and barley. Teff and sorghum are the main staple 
crops whereas chick pea is grown in the lower regions and cannot be grown as a crop in the 
higher altitude.  



 
 
 
 
 

Figure 1. Overview of the project area in the northwest Amhara region, Ethiopia. 
 

 
 

SWAT model 
SWAT 2009 (Neitsch et al., 2009) and ArcGIS 9.3 was used to simulate hydrologic and sediment 
transport processes in daily time step resolution. Surface runoff was calculated by SCS CN 
method to user-friendly assess land management, soil, climate and vegetation effects (Hjemfeldt, 
1991; Arnold and Allen, 1998; Baker and Miller, 2013) on runoff. Soil conservation measures 
were considered by modification of the cover and management factor (CUSLE) and the support 
practice factor (PUSLE) of the Modified Universal Soil Loss Equation (MUSLE) (Williams, 
1995). 
 

SWAT input and calibration data 
A DEM of the watershed was prepared using SRTM (Shuttle Radar Topography Mission) data 
with 90 m grid resolution. Land use input was prepared based on supervised SPOT satellite 
image classification using Erdas Imagine 9.1. A soil map was created based on 234 soil samples 



taken in 500 m grid across the entire watershed. Climate data was available from four different 
rainfall, four temperature, one solar radiation, one relative humidity, and one wind speed gauge 
within respectively close to the catchment. The available climate data ranges from 1997 to 2011.  
 
 
 
 

Figure 2. SWAT input data: left figure shows elevation data and the locations of 
the gauging stations, the central figure shows land use data and the right figure 
shows the soil map. 
 

 
 
 
In the catchment a dense gully network cuts through the upland which strongly affects the 
drainage and translation processes of runoff and therefore proper delineation of the watershed is 
crucial. In this study, the drainage density of a representative sub-catchment was analyzed by 
hand-held GPS survey which indicated the average drainage area between 2 and 10 ha. 
The model was calibrated based on daily runoff data at the outlet gauging station of the 
watershed, from 4th of July, 2011 to the 12th of July, 2011 and from 23rd of July, 2011 to 20th 
September, 2011. The fixed outlet cross section is equipped by a continuously logging water 
level sensor to calculate discharge by a rating curve established based on water level and manual 
flow velocity measurements using a 1D flow velocity device. Continuous discharge data was 
transferred into daily runoff for daily time step SWAT calibration. 
 



 
 
 
 
 
 
 
 
 

Figure 3. Hydrograph at the main outlet and precipitation data from the nearest 
rain gauge (Outlet). 
 

 
 
Sediment concentration was manually sampled at three stages of various flood events. As 
selectively sampled sediment data may not be suitable for daily based model calibration, 
sediment data was used to establish a relation between runoff and sediment concentration (Figure 
4). Based on the manual sampling upper and lower boundaries of potential sediment 
concentration for certain discharge was defined.  
 



Figure 4. Scatter plot of discharge and sediment concentration of the manual 
bottle sampling at the main outlet. Dashed lines indicate the lower and upper 
defined limit of the expected relation between discharge and sediment 
concentration.   

  
 
 
Calibration and sensitivity analyses  
For model calibration most affective parameters on runoff were selected based on a sensitivity 
analyses. Therefore auto-calibration and sensitivity-analysis of SWAT was used alternatingly to 
iteratively locate the controlling parameters on simulated runoff. For the sensitivity analysis each 
of the chosen parameter was varied in 5% steps between -20% and +20% of the expected value. 
After ranking the ten most sensitive parameters a manual calibration was performed and soil 
conservation treatments such as stone bunds and small water retention ponds were implemented 
in the model.  
To simulate soil conservation effects of the stone bunds the curve number (CN) and practice 
factor (P) of HRU`s located in the central part of the watershed were manually adjusted. In this 
study, CN of stone bund treated HRU`s was reduced by three units, also reported by Lanckriet et 
al. (2012) for a watershed study in the northwestern Amhara region. For the adjustment of the P-
factor different recommendations exist in the literature - for example Nyssen et al. (2007) 
estimated a P-factor of 0.32 for stone bund practices in a North-Ethiopian catchment and Hessel 
and Tenge (2008) used a P-factor of 0.50 for a watershed in Kenya. In the Gumara-Maksegnit 
watershed an erosion plot monitoring was carried out to evaluate on-site conditions of the stone 
bund measures. The monitoring indicated highly variable soil loss rates on treated and untreated 
field plots as soil loss was heavily affected by spatially variable stone and crop cover. Entirely, 
the erosion plot monitoring suggested a minor soil conservation effect of the stone bunds 
compared to studies of Nyssen et al. (2007) and Hessel and Tenge (2008) and consequently we 



decided to set the P-factor for stone bund treated fields to 0.85. Additionally, five retention ponds 
of 125 m³ volume were integrated in the SWAT model, even though the effect on surface runoff 
might be negligible for watershed level output.  
 

Figure 5. Stone bund treated fields (left image) and the small channel above the 
stone bund (right image).  
 

         
 
Nash-Sutcliffe coefficient (NSE; Nash and Sutcliffe, 1970) was used to evaluate the model 
performance. The Nash-Sutcliffe coefficient (NSE) is calculated by following equation: 
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where QO is the observed discharge, QS is the simulated discharge and QO,mean is the mean 
observed discharge.  
Results  
 
The sensitivity analysis indicated curve number (CN) as most descriptive parameter concerning 
runoff, followed by the base flow parameters APLHA_BF and GW_DELAY. Figure 6 illustrates 
observed and simulated runoff data of the calibrated model on a daily basis for the rainy season 
2011. It can be seen that the peak flows are properly described and also the lower flows during 
short dry periods fit well to the outlet-hydrograph. The well described peak flows (Figure 6) 
indicate that the SCS CN procedure can be properly used for the translation of the rainwater in 
this watershed. Low flows are controlled by base- and interflow processes and hence 
APLHA_BF and GW_DELAY were most effective parameters. The calibrated model predicts 
ca. 2 to 5 mm mean daily runoff (ca. 0.05 to 0.10 m³ s-1 mean daily discharge) at the end of the 
dry spell (from February to April) which confirms to our field prospection. The calculated NSE 
(Equation 1) of observed and simulated runoff is 0.777, which indicates a “very good” model 
performance according to the ratings of Saleh et al. (2000) for daily runoff data using SWAT. 



However, it should be noted that the model is not yet validated and the processing of recorded 
data of the rainy season 2012 is still in progress. 
 
 

Figure 6. Comparison of observed and simulated runoff data at the main outlet.  
 

 
 
Simulated sediment yield was compared to the expected sediment yield based on manual bottle 
sampling (Figure 7), three times a runoff event at the outlet gauging station of the watershed. The 
expected sediment yield ranges between 2.9 and 27.6 t ha-1 whereas the model predicts 10.0 t ha-

1 sediment yield for the observed period in 2011. 
 
 
 
 
 
 
 
 

Figure 7. Comparison of the expected range of sediment yield (manual bottle 
sampling) and the simulated sediment yield (SWAT) at the main outlet.  
 



 
 
To localize the hot-spot areas of surface runoff and soil loss mean annual values were calculated 
using climate data from 1997 to 2011. Simulated mean annual surface runoff ranges from < 250 
mm in the northern watershed to > 350 mm in the southern part of the watershed (Figure 8). This 
might refer to the higher forest-cover in the northern areas but also to the applied stone bunds in 
the central part and the heavy clay soils in the southern part of the watershed. Hence, the runoff 
map in Figure 8 indicates a high potential for water harvesting strategies in the near outlet 
regions. Contrarily the soil loss map indicates highly endangered regions in the northern parts of 
the watershed which might refer to the remarkable steepness of the relative sub basins. 
Comparatively low mean annual soil loss (< 20 t ha-1) occurs in the central sub basins which 
indicates the positive effect of local soil conservation measures already applied. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Figure 8. Mean annual runoff and soil loss predicted by SWAT.  
 
 

         
 
 
 
Discussion 
 
The hydrograph at the outlet of the watershed is dominated by the short-period peak flows, 
occurring several times weekly, which interrupt mean base flow of ca. 1 m³ s-1 during the rainy 
season. Intense rainfall events correspond to peak flows in daily temporal scale (Figure 3) which 
states that rainwater is routed through the watershed in sub-daily time intervals. This refers to the 
steep sloped and small sized catchment (54 km²) and the convective rainfall characteristics in the 
Ethiopian highlands. At the outlet, peak discharges of about 30 m³ s-1 have been observed during 
field works in 2012 whereas extreme floods are expected to exceed this amount several times. 
Controversially, the SWAT model derives maximum mean daily discharges of less than 10 m³ s-1 
for whole calibration period 2011 which is a consequence of the daily based runoff computation. 
Thus, the erosional force of the flowing water in the channel is accordingly underestimated. 
Based on the fact that bottle samples at the watershed outlet provide lumped information of 
upland and channel sediment sources, the unclear sediment contribution of the gullies negatively 
affects the evaluation of upland erosion as well. In the watershed various field studies are still in 
progress to evaluate the seasonal gully growth and ongoing monitoring of upland erosion on a 
plot level is planned. However, up to now reliable determination of the proportion of upland and 



channel erosion is not yet available and therefore the expectations concerning soil loss have to be 
considered cautiously.  
Spatially variable rainfalls can harm the entire watershed model as local rainfall data recorded by 
any rain gauge is transferred to the nearest neighboring sub basins by the model. From our 
observations, on the 29th of June 2011, 90 mm of rainfall was recorded in a time period less than 
two hours and 124 mm of rainfall was recorded in less than five hours at the northern rain gauge 
in the watershed, whereas the central rain gauge recorded < 5 mm precipitation on similar day. 
The negative effect of up-scaling of local rainfall data is shown by some peaks in the simulated 
runoff in the hydrograph at which the observed runoff stagnates (and vice versa). However, 
based on the overall “very good” model performance according to the ratings of Saleh et al. 
(2000) we assume that the model assigns the sources of upland runoff - and accordingly upland 
soil erosion - in proper spatial distribution within the 18 sub basins, even though the magnitudes 
of the declared runoff and erosion rates are uncertain. 
 
 
Conclusions 
 
This study showed that SWAT can be used to simulate hydrology and sediment transport 
characteristics of a small and steep sloped watershed in the Ethiopian highlands on a daily basis. 
Moreover it was shown that SWAT allows reliable consideration of local soil conservation 
effects of stone bunds and small scale retention ponds.  
Referring to the daily time step resolution, sub-daily watershed processes like flash floods and 
consequential peaks in discharge and gully erosion might be systematically underestimated by 
our model. This negatively affects the assignment of sediment sources (upland and channel) as 
the modeled sediment yield is verified by lumped sediment data monitored at the outlet of the 
watershed. However, predicted sediment yield fits to the expectations based on manual bottle 
sampling. Thus, we conclude that the calibrated model can be used to locate potential hot-spot 
areas concerning surface runoff and soil erosion in the uplands. 
Based on the calibrated SWAT model, advanced soil conservation scenarios can be simulated to 
spatially optimize soil conservation and hence to support sustainable land management in the 
future. 
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Abstract 
Spatially distributed hydrologic simulators, such as the Soil and Water Assessment Tool 
(SWAT), are important tool for integrated river basin management, as they represent different 
spatial processes- like evapotranspiration (ET), interception, infiltration, groundwater-surface 
water interaction (GWSW)- at river reach or basin scale. SWAT calculates evaporation from 
interception, based on the amount of water stored on the canopy. A close look at the estimated 
ET for forested areas in the Zenne basin indicates that the actual implementation of this process 
in SWAT potentially underestimates the forest ET, namely when the maximum canopy storage 
is activated by the CANMX parameter and increased from zero. Consequently, we corrected the 
SWAT codes, in order to improve the intercept ET estimation. Another issue in SWAT is related 
to the GWSW interaction. In the actual version of SWAT, either seepage from the river bed or 
groundwater flow to the river take place. It is hence not possible to simulate both gaining and 
losing processes, e.g. when rivers seasonally alternate from losing streams to gaining streams 
and back. Therefore, we also modified the codes to allow either gaining or losing, depending on 
the groundwater discharge from the sub-basin. The objective of this study is to evaluate how the 
modified SWAT simulates the intercept ET and the GWSW interaction. It is shown that the 



 
 

modified SWAT substantially improves the variability of the intercept ET with land cover and 
gives similar water balance of the basin. Incorporating the gaining or losing streams option also 
improved the performance of the model. Our findings confirm the applicability of the modified 
SWAT, but further research on the use of remotely sensed data and environmental tracing 
techniques (temperature sensors or isotopes) are needed to support the results. 

Keywords: Evapotranspiration, intercept, groundwater-surface water interactions, SWAT, river 
Zenne 
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Introduction 
Distributed or semi-distributed hydrologic simulators can be used for representing the different 
spatial processes (precipitation, evapotranspiration, interception, infiltration, percolation, surface 
runoff, lateral flow, groundwater flow, groundwater-surface water interaction, etc) at river reach 
or basin scale by using physically-based mathematical equations. Additionally, such models are 
useful for integrated river basin management and decision making. For example, the  Soil and 
Water Assessment Tool (SWAT) (Arnold et al., 1998) represents the different processes based 
on the water balance equation in a soil profile. Hereby, the evapotranspiration (ET) process is the 
primary mechanism through which water is removed from a catchment. As a consequence, the 
adequate estimation of ET plays a critical role in the water balance calculations. SWAT offers 
three options to estimate the potential evapotranspiration (PET) from climatic data: the Penman-
Monteith method (Monteith, 1995), the Hargreaves method (Hargreaves et al., 1985) and the 
Priestley-Taylor method (Priestley & Taylor, 1972).  

SWAT also account for the evaporation of intercepted precipitation. However, a close look at the 
source codes showed that this ET estimation can be erroneous when the maximum canopy 
interception is activated by the CANMX parameter. Hereby, ET can be substantially 
underestimated when CANMX is increased from zero, especially for forested areas. For this, we 
allowed the plant evapotranspiration to go beyond PET as computed for alfalfa in SWAT. 

We also noted an error in the calculation of the evaporation from open water bodies, such as 
lakes and reservoirs. In the actual code, the latter is calculated as 60% of the sub-basin PET, 
while obviously the PET should be about 60% of the open water evaporation.  In our version of 
SWAT, we used the Penman method for the calculation of the evaporation of the open water 
bodies. 

The groundwater-surface water (GWSW) interaction refers to the processes whereby surface 
water is recharged to the groundwater through seepage from the river and/or whereby 
groundwater is discharged towards the river. In streams, the interaction takes place in one of 
three ways, as discussed by Sophocleous (2002): streams can be gaining, losing or disconnected. 
For hydraulically connected systems, streams are considered as gaining when they receive 
groundwater. This commonly occurs in humid climates (Sophocleous, 2002, Winter, 1999). 
Oppositely, streams can be categorized as losing streams, when the streams recharge the 
underlying groundwater body.  Disconnected streams do not have hydraulic contact with 
groundwater system (Winter, 1999). Both the losing and hydraulically disconnected streams are 
common in arid climates. Other scenarios exist when a stream changes from gaining (and vice 
versa) as a function of time or even when gaining and losing occur simultaneously, but in 
different reaches of the river (Anibas et al., 2011). 

The GWSW processes are governed by a difference in water elevation between the river and the 
shallow aquifer in the riparian zone. While these processes vary in space and time, our catchment 
scale simulators are often poor in representing the temporal variability of these interactions. For 
example, in SWAT, the water elevations are not computed, but the groundwater discharge is 
simulated by means of the hydrological processes in the river basin, while seepage in the river 
bed is governed by a parameter – the channel transmission loss (Ch_K2) – that represents the 
hydraulic conductivity of the river bed. In the current SWAT simulator, it is hence not possible 
to simulate processes (gaining and losing) where rivers seasonally alternate from losing rivers to 
gaining rivers and vice versa. In addition, both processes cannot be simulated simultaneously. 
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In this study, we analyze how SWAT is simulating the different processes and how these 
processes can be improved in order to better represent the dynamics of the processes in space and 
time. Therefore, the objective of the paper is to better represent the intercept ET estimation and 
the GWSW interaction by modified SWAT codes. We developed a SWAT model for the river 
Zenne basin (Belgium).  

Materials and methods 
The SWAT simulator 
SWAT is a physically-based, semi-distributed, hydrologic simulator that operates on different 
time steps at a basin scale. It was originally developed to predict the impact of watershed 
management on water, sediment, nutrients and agricultural and chemical yields at basin scale 
(Arnold et al., 1998). Additionally, SWAT can integrate complex watersheds with varying land 
use, weather, soils, topography and management conditions over a long period of time. The 
model is interfaced with a geographic information system (GIS) to integrate the various spatial 
and hydro-meteorological data (Winchell et al., 2010). A watershed is divided into a number of 
sub-basins that have homogeneous climatic conditions (Van Liew et al., 2005). Sub-basins are 
further subdivided into hydrological response units (HRUs) based on a homogenous combination 
of land use, soil type and slope (Arnold et al., 2011). The water balance equation of the model 
includes precipitation, surface runoff, actual evapotranspiration, interflow and return flow 
components (Neitsch et al., 2011). The simulator uses a modification of the Soil Conservation 
Service Curve Number (SCS-CN) method (USDA-SCS, 1986), which determines the surface 
runoff based on the antecedent moisture content for each HRU or, alternatively, it uses the Green 
and Ampt method as modified by Mein and Larson (Mein & Larson, 1973) if sub-daily 
precipitation data are provided. The percolation through each soil layer is estimated using a 
storage routing technique (Arnold et al., 1995). River routing can be performed by the variable 
storage method (Williams, 1969) or by the Muskingum method (Chow, 1959). In this study, the 
CN and Muskingum methods are used. 

The Zenne basin 
The river Zenne drains an area of 1162 km² and flows through the three administrative regions of 
Belgium (Fig.1): the Walloon region (574 km²), the Brussels-Capital region (162 km²) and the 
Flemish region (426 km²). After a length of about 103 km, it finally meets the river Dijle, where 
it is subject to the tidal influence of the river Scheldt. Upstream from Brussels, the river follows 
a natural meandering course. The river basin is crossed by a canal. In the Walloon region, the 
canal is fed by former tributaries of the river (Leta et al., 2012). The canal also receives water 
from the river through overflow structures, to prevent flooding in the Brussels-Capital region.  

This study is limited to the upper part of the basin, upstream of the Brussels-Capital region. The 
upstream basin has an area of ca. 747 km² and a population density of 470 inhabitants per km². 
The elevation ranges from 18 to 171m.a.s.l. The land use within the basin is dominated by 
agricultural land use (56%), followed by pasture (22%) and mixed forest (11%). The remaining 
areas are covered by urban land, rangeland and water bodies. The major soil type is loam (79%), 
while the other soils (anthropogenic, sandy loam, sand, loamy sand and clay) account for 21%. 
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Figure 1: The location of the Zenne basin in Belgium (left), the land use map of the basin with its canal (middle) and 

the upstream basin DEM with its hydro-meteorological stations (right). 

The data 
We developed the SWAT model based on 30x30m Digital Elevation Models obtained from OC 
GIS-Vlaanderen and ASTER GDEM, on 20x20m soil and land use maps from OC GIS 
Vlaanderen and the Carte Numérique des Sols de Wallonie, and on Corrine land cover data from 
Ministère de la Région Wallonne- Générale de I'Aménagement du Territoire, du Logement et du 
Patrimoine. We obtained daily precipitation data for the station of Ukkel of the Royal 
Meteorological Institute of Belgium, for the stations of Enghien, Soignies, Seneffe and Wautier-
Braine of the Direction Générale opérationnelle de la Mobilité et des Voies Hydrauliques 
(DVGH) and for the station of St.Pieters-Leeuw of the Vlaamse Milieu Maatschappij (VMM). 
Daily maximum and minimum temperatures, wind speed, solar radiation and relative humidity 
were also available for the Ukkel station. For model parameter optimization and groundwater-
surface water interaction analysis, we used the daily stream flow data of Tubize, obtained from 
DGVH, and of Lot, as obtained from VMM. The locations of the hydro-meteorological station 
are given in Fig.1.  

The methods  
As mentioned in the introduction, the SWAT simulator has shortcomings regarding the 
simulation of the evapotranspiration and the groundwater-surface water interaction processes. To 
this purpose, two adaptations have been made and analyzed: 

(1) Modification 1: the first adaptation is related to the evapotranspiration processes, 
whereby we allowed the plant evapotranspiration to go beyond PET (in SWAT computed 
for alfalfa). Such a change mainly effects forest that can have evapotransiration that can 
be substantially bigger than the PET of alfalfa. 

(2) Modification 2: as SWAT only considers losing streams, the second adaptation was done 
to improve the in-stream groundwater-surface water interaction, whereby a river reach 
can be either gaining or losing at a certain moment of time, depending on whether there is 
discharge of groundwater from the sub-basin. We also allowed the seepage from the river 
bed (Ch_K2) to be negative, to represent the upwelling of groundwater towards the river, 
by implementing the following conditions for a river reach i located in sub-basin i: 
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a. In the case of gaining river, (i.e., when sub-basin groundwater, gw_sub(i) > 0), then 
the channel seep, Ch_K2 (i) can only be negative, representing a positive flux 

b. In the case of loosing river, (i.e., when sub-basin groundwater, gw_sub(i) = 0), then 
the Ch_K2 parameter can also be positive, representing negative flux 

Rivers reaches can, depending on the daily gw_sub(i) values, switch temporally from gaining to 
loosing and vice versa. 

The model setup, calibration and validation 
Considering the watershed outlet at Lot, we built the SWAT2009 (revision 488) model based on 
the geospatial data –the DEM, the land use map and the soil map (Fig.1 and Fig.2) and on hydro-
meteorological data for the period 1985-2008. Using the DEM, we divided the upstream part of 
the basin into sub-basins. Further, in order to consider the sub-catchments that are draining to the 
canal and the overflow from the river to the canal at Lembeek, we manually added additional 
outlets at those locations. In total we defined 26 sub-basins. Sub-basins 10, 15, 20, 22 and 26 
drain to the canal whereas the overflow occurs at the outlet of sub-basin 6 (Fig.2). A total of 194 
HRUs were defined based on a user defined threshold value of 5% for the land uses, 15% for the 
soils and 35% for the slopes. Since all the necessary meteorological data are available, we used 
the Penman-Monteith method option for the PET estimation. 

 
Figure 2: The upstream basin land use (left), soil type (middle) and the delineated sub-basins with the used hydro-

meteorological data (right) 

We split the data into a warm up period (1985-1987) - to initialize the initial state variables of the 
system such as the soil moisture content, a calibration period (1998-2008) and a validation 
period (1988-1997). Before calibration, we carried out a sensitivity analysis (SA) in order to 
screen the most important parameters for the model calibration. For this, we used the Latin 
hypercube One-factor-At-a-Time (LH-OAT), as implemented in SWAT (van Griensven et al., 
2002). For model parameter calibration, we used the automatic model optimization procedure, 
the Shuffled Complex Evolution (SCE-UA) algorithm (Duan et al., 1994), as implemented in 
SWAT (van Griensven et al., 2002). Due to the high variability in catchment characteristics of 
the case study, we used a simultaneous multi-site calibration technique. Finally, we manually 
fine tuned the calibrated parameters particularly to obtain a reasonable discrepancy in mass 
balance components.  
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For model performance evaluation, we consistently used four statistical metrics: the Nash-
Sutcliffe efficiency (NSE), the percent bias (PBIAS), the root mean square error (RMSE), and 
the ratio between the RMSE and the standard deviation of the observations (RSR). The latter 
metrics are combined to assess a global performance, as suggested by Moriasi et al (2007).  

Results and discussion 
Due to the high number of parameters of SWAT, we first performed a sensitivity analysis (SA) 
to identify the most sensitive parameters. The most sensitive parameters for the Zenne model are 
given in Table 1. Consequently, we considered these parameters for model calibration. The 
optimal parameter values are shown in Table 1. The table also shows the optimal parameter 
values for the adapted version of the simulator. It is clearly noticed that even though there are 
some differences in optimal parameter values between the original and adapted version of 
SWAT, the major differences relate to those parameters that are related to the evapotranspiration 
processes. For example, the soil evaporation compensation factor (ESCO) and the maximum 
canopy storage (Canmx) are noticeably changed. It shows how these parameters are important in 
ET estimation. 

Table 1: The optimized parameter values of the SWAT model using the original and adapted ET calculations 

 
As it can be noticed from Table 1, when the two observations were used simultaneously, some of 
the optimized surface water and the groundwater parameters show large difference within the 
catchment. For example, for both versions of SWAT, the optimized groundwater delay 
(Gw_delay) value for Lot observation is approximately 3 fold of Tubize. Also the groundwater 
recession constant (Alpha_bf) of Lot is nearly zero while it is close to the upper bound value for 
the Tubize observations. The low value of Gw_delay and high value of Alpha_bf at Tubize can 
result in quick groundwater response to recharge in the western part of the basin. In addition, the 
calibrated CN2 values of Lot observation are relatively low as compared to the values obtained 
for the Tubize.  

The differences in the optimized parameter values show that the relationship between stream 
flow, topography, land use, soil and precipitation is different for the two stations. One possible 
reasonable could be related to the heterogeneity in the geological formations of the basin (Meyus 
et al., 2004, Peeters, 2010). The latter might impact the hydrological processes (e.g., recharge, 
infiltration) of the basin. For instance, from the reported recharge map of the Flemish region 
(that includes our case study) by Meyus et al (2004), we noted that the western part of the basin 
is dominated by discharge zones (recharge close to 0) while the eastern part of the river show 

Tubize Lot Tubize Lot
Alpha_Bf Baseflow alpha factor day-1 0-1 0.974 0.001 0.973 0.001
Canmx Maximum canopy storage* mm 0-10 2.0-9.0 2.5-10.0 1.5-7.0 1.5-7.0
Ch_N2 Manning's rougness coefficient 0-1 0.048 0.023 0.034 0.025
CN2 Curve number at moisture condition II** 35-98 71-94 49-65 71-94 50-67
ESCO Soil evaporation compensation factor 0-1 0.446 0.014 0.606 0.554
Gw_Delay Groundwater delay day 0-100 6.247 18.091 4.900 12.750
Gw_Revap Groundwater revap coefficient 0.02-0.2 0.178 0.050 0.113 0.081
Gwqmn Minimum depth for groundwater flow ocurrence mm 0-5000 29.549 6.056 19.164 3.139
Revapmn Minimum depth for groundwater revap ocurrence mm 0-500 6.287 2.178 1.262 9.376
Sol_Awc Soil water available capacity*** 0-1 0.14-0.34 0.14-0.30 0.14-0.34 0.14-0.30
Surlag Surface runoff lag coefficient day 0-10 1.330 1.330 0.964 0.964

Parameter

* varies with land use type; ** varies with land use, soil & slope; *** varies with soil type

Calibrated (Adapted)
Description Unit Range

Calibrated (original)
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high recharge zones. It turns out that the eastern part of the basin (Lot outlet) get low CN2 due to 
the high infiltration and recharge processes, which in turn reduces the surface runoff processes. 

The ET effects on the mass balance 
In order to see the effect of the intercept ET on the water balance components, the water balance 
was analyzed for the original version of SWAT as well as for the adapted version (Table 2). We 
assigned different interception values (Canmx) according to the different land use classes of the 
basin, so that forest will get high Canmx. In general, one can notice from Table 2 that the 
calibrated original and recalibrated adapted SWAT models of the river Zenne provide similar 
water balance components except for lateral flow. In the case of adapted version, the lateral flow 
component is increased. This could be related to the ESCO parameter that received higher values 
after calibration. As a consequence, less water is extracted from the lower levels and the lateral 
flow increases. However, when the calibrated parameter values of the original SWAT were used, 
some differences in water balance values are observed. Further, the water balance components 
are lowered due to the ET increase by 17mm. Globally, the annual ET of the basin approximately 
accounts 60% of the annual precipitation.  

Table 2: The average yearly water balance components of SWAT for original and adapted versions for ET 
Calculations (WYLD = water yield; SR= surface runoff; BF= base flow; LF= lateral flow; Revap= aquifer 

evaporation; DL= deep aquifer losses; ET= evapotranspiration; Delta= balance error) 

 
Table 3 shows the ET values for different land uses. For the original SWAT, one notices that the 
ET for forests is lower than the ET for agriculture, which is counter-intuitive. The adapted 
version shows that the highest ET occurs in the forests, as expected. The impact of the adaptation 
can also clearly be seen on Fig.3. The figure also reveals that for the other land uses, the pattern 
of ET pattern values are similar both for the original and adapted versions.  

Table 3: The estimated ET for the different land use classes of the basin 

 
 

Water components (mm/y) Precipitation WYLD SR BF LF Revap DL ET delta
Observed 901.2 310 76 234
Original SWAT 330 76 221 33 33 10 523 6
Adapted SWAT (uncalib.) 313 75 207 32 33 9 540 5
Adapted SWAT (recalib.) 333 72 212 49 35 10 519 5

Land use class Agriculture Forest Pasture Rangeland Urban
Preciptation (mm/y) 900 907 901 893 901
Original SWAT (mm/y) 566 544 465 459 361
Adapted SWAT without recalib. (mm/y) 572 612 470 464 413
Adapted SWAT with recalib. (mm/y) 549 585 454 449 399
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Figure 3: The box and whiskers plots of yearly ET values for the different land use classes (AGRL: agriculture, 
FRST: forest, PAST: pasture, RNGB: rangeland and URHD: urban) of the basin obtained with the original ET 

estimator (left) and adapted version (middle & right) of SWAT. 

Figure 4 shows the yearly observed and simulated water yield with the average yearly 
precipitation of the basin. Results indicate that the two versions simulate similar water yield. A 
PBIAS of 6.5% for the original SWAT and 7.5% for the adapted SWAT are obtained, showing 
very good model performance but overestimation bias during calibration. Similarly, a model 
overestimation bias of 12.2% (original SWAT) and 12.3% (adapted SWAT) achieved during 
validation period, indicating good model performance. 

 
Figure 4: Observed and simulated yearly water yield of the basin for the calibration (1998-2008) and validation 

(1988-1997), using the original and adapted SWAT 

Though the adapted version shows similar model performance for yearly water yield, the ET of 
forest is still higher than the other land use classes (Fig.3), which shows its superiority over the 
original SWAT. In both versions, if daily stream flow prediction is considered, the performance 
of the models is very good (Moriasi et al., 2007) as given in Table 4.  
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Table 4: Summary of the model performance evaluation for daily stream flow simulations at Tubize and Lot 

 

The groundwater-surface water interaction 
Since the original version of SWAT allows only downward movement of water from streams to 
groundwater bodies (losing streams), we adapted the model in order to represent both upwelling 
of water to streams and seepage from streams. In the Zenne basin, there are some reaches (reach 
1-7, 14, 17, 24 & 25; see Fig.2 for further information) that are running parallel to the canal and 
that gain some additional water fluxes through leakage from the canal towards these river 
reaches. To represent this process, we allowed in these river reaches to obtain a negative value 
for the channel transmission parameter (Ch_K2) in the calibration processes. The calibrated 
result indeed reveals a negative channel transmission that indicates an upward movement of 
water from the groundwater bodies to the streams (Table 5). This is an interesting result that 
indicates the interactions between the canal and the streams, whereby water leaks from the canal 
to the streams. 

Table 5: The optimal parameter values for the original and the adapted SWAT version, considering GWSW 
interaction 

 
Additional information that can be drawn from Table 5 is where a small decrement of CN2 can 
be seen, which could be related to an increased discharge from the groundwater system. As a 
consequence, less surface runoff might be expected in the eastern part of the basin. Again, this 
might be related to the heterogeneity in geological formations and the recharge processes of the 
basin. This is also supported by a higher groundwater contribution that accounts for 77% of the 
total water yield (Table 6). This is consistent with the results obtained from a base flow filtering 
program (Arnold & Allen, 1999) that indicates a base flow of 76%.  
 

 

Tubize Lot Tubize Lot Tubize Lot
RMSE (m3/s) 1.29 1.57 1.35 1.83 1.36 1.64
RSR 0.46 0.46 0.48 0.53 0.49 0.48
PBIAS (%) 5.8 -1.6 -23.5 -19.1 13.3 2.4
NSE 0.78 0.79 0.77 0.72 0.76 0.77

Adapted SWAT without recalib. Original SWAT Adapted SWAT with recalib.Metrics

Tubize Lot Tubize Lot
Alpha_Bf Baseflow alpha factor day-1 0-1 0.974 0.001 0.986 0.000
Canmx Maximum canopy storage* mm 0-10 2.0-9.0 2.0-9.0 2.0-7.0 2.0-7.0
Ch_N2 Manning's rougness coefficient 0-1 0.048 0.023 0.043 0.022
Ch_K2 Channel transmission parameter mmh-1 0-150 0.00 0.00 0.00 -10.79
CN2 Curve number at moisture condition II** 35-98 71-94 49-65 70-93.5 45-61
ESCO Soil evaporation compensation factor 0-1 0.45 0.01 0.84 0.58
Gw_Delay Groundwater delay day 0-100 6.25 18.09 3.47 8.05
Gw_Revap Groundwater revap coefficient 0.02-0.2 0.18 0.05 0.09 0.06
Gwqmn Minimum depth for groundwater flow ocurrence mm 0-5000 29.55 6.06 99.25 15.94
Revapmn Minimum depth for groundwater revap ocurrence mm 0-500 6.29 2.18 85.80 16.33
Sol_Awc Soil water available capacity*** 0-1 0.14-0.34 0.14-0.30 0.14-0.34 0.14-0.30
Surlag Surface runoff lag coefficient day 0-10 1.33 1.33 1.26 1.26

Calibrated (Adapted)
Parameter

* varies with land use type; ** varies with land use, soil & slope; *** varies with soil type

Description Unit Range
Calibrated (original)
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Table 6: Summary of the annual average water balance 

 
Finally, incorporating the losing and gaining options in to the SWAT simulator improved the 
performance of the model for daily stream flow simulation (Table 7). The performance statistics 
show a very good model performance (Moriasi et al., 2007) but a lower NSE is noticed for the 
validation at Tubize. The latter is suspected to be caused by stream flow measurement errors.  

Table 7: Summary of model performance evaluation statistics for daily stream flow simulations 

 
The daily stream flow hydrograph as shown in Fig.5 reveals that the adapted version has a 
tendency to better mimic the flows, especially for the medium to low flows and recession curves.  

 
Figure 5: The observed and simulated daily stream flow at Tubize (top) and Lot (bottom) for the calibration (1998-

2008) period 

Conclusions 
A SWAT model has been developed and calibrated for the upstream part of the river Zenne 
basin. Realizing the underestimation of the evapotranspiration (ET) from forest areas and the 
limitation of a uni-directional representation of the groundwater-surface water (GWSW) 

Period Method Precipitation WYLD SR BF LF Revap DL ET Delta
Observed (mm/y) 901 310 76 234
Original SWAT (mm/y) 330 76 221 33 33 10 523 6
Adapted SWAT (mm/y) 342 69 220 55 27 10 517 3
Observed (mm/y) 804 258 60 199
Original SWAT (mm/y) 290 65 195 30 33 8 483 -10
Adapted SWAT (mm/y) 300 59 193 50 27 8 481 -14

Calibration

Validation

Station RMSE (m3/s) RSR PBIAS (%) NSE RMSE (m3/s) RSR PBIAS (%) NSE
Original SWAT 1.29 0.46 5.8 0.78 1.64 0.77 18.14 0.41 (0.64)*
Adapted SWAT 1.28 0.46 0.12 0.80 1.72 0.80 11.45 0.35 (0.61)*
Original SWAT 1.57 0.46 -1.6 0.79 1.38 0.43 11.92 0.85
Adapted SWAT 1.52 0.44 -1.93 0.82 1.44 0.45 10.44 0.85
* inside bracket NSE for 1994-1997 from validation period

Calibration (1998-2008) Validation (1988-1997)
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interactions in SWAT, we modified the original source codes in view of mending these 
problems. The results indicate that the modified ET method provides a better representation of 
the ET, both spatially and temporally. Further, we found that by allowing for both losing and 
gaining conditions regarding the GWSW interactions in SWAT, the performance of the model 
was improved. For the river Zenne, we obtained a negative channel transmission parameter, 
indicating on average a gaining stream, as it is expected due to water leaks from the canal to the 
river. Our findings confirm the applicability of the modified SWAT but further research on the 
use of remotely sensed data and environmental tracing techniques (e.g. temperature sensors or 
isotopes) are needed to support the results. 
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Abstract 
 
Low-gradient coastal plain watersheds present unique challenges for watershed modeling.  
Broad low-gradient floodplains with considerable in-stream vegetation contribute to low-velocity 
streamflow.  In addition, direct interaction between streamflow and surficial aquifers must also 
be considered.  Here we examine several efforts that have involved application of the Soil and 
Water Assessment Tool (SWAT) to the Little River Experimental Watershed (LREW) in South-
central Georgia within the Coastal Plain region of the US.  Specific objectives include: 1) 
Examine prior attempts to model the hydrology and water quality of the LREW; 2) Summarize 
the outcomes of prior SWAT modeling attempts; 3) Identify consistent weaknesses in the 
computer simulations; and 4) Propose guidance for future applications.  Climatic and hydrologic 
data from the LREW were used.  Results indicate streamflow timing and groundwater 
contributions can be managed through parameter adjustment.  While calibrated SWAT 
simulations provide acceptable water balances, discrepancies remain between simulated and 
observed streamflow for periods where large rainfall events occur during seasonably dry 
summer conditions.  SWAT revisions, including the grid version of SWAT, better landscape 
differentiation, parameter variation throughout the year, differentiation of slow-return and fast-
return groundwater flow, and sub-daily time steps, should yield improved representation of 
hydrology within Coastal Plain watersheds. 
 
Keywords: groundwater, streamflow, hydrology, watersheds 
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Introduction 
 
The Coastal Plain (CP) region of the United States (US) extends 3500 km from the state of New 
Jersey in the Northeast to Texas in the South-central.  The CP is generally wet and includes 
many rivers, marshes, and swamps.  The area is composed primarily of sedimentary rock and 
unlithified sediments and is used primarily for agriculture. 
 
The most notable feature of the CP is its flat terrain.  Much of the region also contains shallow 
surficial aquifers.  The terrain, in combination with high groundwater tables, increases the 
interaction between surface water and groundwater.  Soils in the CP tend to be either very 
sandy or poorly drained.  In addition, the CP receives some of the highest annual rainfall of the 
US, often occurring in high intensity events associated with tropical storms and hurricanes.  
These characteristics have large implications on hydrology and pollutant transport.  It is these 
same features which make modeling of CP watersheds challenging. 
 
Here we examine several efforts that have involved application of the Soil and Water 
Assessment Tool (SWAT) to the Little River Experimental Watershed (LREW) in South-central 
Georgia within the CP (Figure 1).  The LREW is considered to be fairly typical of many 
watersheds within the CP.  Specific objectives include: 1) Examine prior attempts to model the 
hydrology and water quality of the LREW; 2) Summarize the outcomes of prior SWAT modeling 
attempts; 3) Identify consistent weaknesses in the computer simulations; and 4) Propose 
guidance for future applications. 
 

Figure 1. Little River Experimental Watersheds. 
 

                       Coastal Plain 
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Methods 
 
The LREW (31º28’54” N, 83º35’03” W) is located in the headwaters area of the Suwannee River 
Basin, a major U.S. interstate basin that originates in Georgia and empties into the Gulf of 
Mexico in the Big Bend region of Florida (Fig. 1) (Bosch et al., 2007).   Streamflow data have 
been collected from the LREW since late 1967 (Bosch et al., 2007).  The LREW is currently 
instrumented to measure streamflow for the 334 km2 primary drainage area (Watershed B) and 
seven subwatersheds that range from approximately 2.6 km2 to 114.9 km2 (Fig. 1, Table 1). 
 
Table 1. Little River Experimental Watershed subwatershed areas. 
 

Station 
Name Latitude Longitude 

Drainage 
Area (km2) 

Stream 
Order Data Record 

B 31º28’54”N  
 

83º35’03”W 334.3 5 Oct. 14, 1971 to present 

F 31º36’17”N  
 

83º37’52”W 114.9 4 Nov. 29, 1968 to present 

I 31º40’28”N  
 

83º41’26”W 49.9 4 Dec. 08, 1967 to present 

J 31º41’33”N  
 

83º42’08”W 22.1 3 Dec. 01, 1967 to present 

K 31º28’54”N  
 

83º35’03”W 16.7 3 Dec. 06, 1967 to present 

M 31º44’19”N  
 

83º43’27”W 2.6 2 Dec. 06, 1967 to Dec. 31, 1988; 
Nov. 1, 2002 to present 

N 31º31’04”N  
 

83º35’11”W 15.7 4 Oct. 3, 1970 to Jan. 31, 1982; 
Aug. 01, 2002 to present 

O 31º29’36”N  
 

83º34’03”W 15.9 4 Nov. 29, 1968 to Jan. 31, 1982; 
Jan. 01, 1993 to present 

 
The LREW is located on sands, silts, and clays underlain by limestones that form the Floridian 
aquifer which is confined in this region.  Upland slopes within the watershed are 0 to 8% while 
channel slopes are on the order of 0.1 to 0.5%. Precipitation occurs almost exclusively as 
rainfall, with an annual mean of 1200 mm.  Distribution of rainfall within the year is highly 
variable, although the fall months are typically dry.  Water balance studies on the watershed 
indicate streamflow is around 27% of annual rainfall, ET is 73%, and percolation to regional 
deep groundwater is negligible due to the presence of plinthite and a geologic aquiclude at 
depth (the Hawthorne Formation) promoting lateral movement of excess water from uplands 
down slope as shallow return flow to surface drainage.  Observed streamflow is composed of 
direct surface runoff (5% of annual rainfall) and return flow from the shallow surficial aquifer 
(22% of annual rainfall). Row crop, pasture, and forest areas cover approximately 41%, 7%, and 
47% of the LREW, respectively.  The watershed is typical of the heavily vegetated, slow-moving 
stream systems in the CP of the U.S.  Discharge is highly variable.  Streamflow in the upper 
reaches of the LREW typically ceases during late summer and fall.  The relatively impermeable 
Hawthorne formation separates surface water from the underlying aquifer, uncoupling river 
discharge from the deeper Floridan aquifer system (Sheridan, 1997). 
 
Prior SWAT Modeling Results 
 
Since 2004, SWAT (Arnold et al., 1998; Arnold and Fohrer, 2005) has been used to simulate the 
hydrologic characteristics of the LREW.  An overview of these studies is presented in Table 2.  
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Table 2.  Nash Suttcliffe Simulation Efficiencies (NSE) reported from studies on Little River 
Experimental Watersheds. 
 

Reference 
Simulated 
Watershed 

Simulated 
Years Hydrology 

Water 
Quality 

Daily Monthly 
NSE* - 
calibration 

NSE* - 
validation 

NSE* - 
calibration 

NSE* - 
validation 

Bosch et 
al., (2004) 

J 1997-2002 Yes No -0.03 NA 0.80 NA 

Cho et al., 
(2009) 

J, K, I 1985-1994 Yes Yes 0.78-0.79 NA 0.95 NA 

Cho et al., 
(2010a) 

N 2003-2006 Yes Yes NA NA 0.86 NA 

Cho et al., 
(2010b) 

K and B 1996-2004 Yes Yes 0.77 (LRK) NA 0.94 
(LRK) 

0.89 

Cho et al., 
(2012) 

K, J, O, I. 
F, and B 

1996-1999 
cal.; 2000-
2004 val. 

Yes No 0.78 (LRK) 0.62-0.80 0.96 
(LRK) 

0.84-0.94 

Feyereisen 
et al., 
(2007) 

K 1995-2004 Yes No 0.56 NA 0.88 NA 

Joseph et 
al., (2012) 

I 2002-2004 
cal; 2005-
2006 val. 

Yes No 0.92-0.76 0.78 NA NA 

Muleta 
(2012a) 

F, I, J, K, 
and M 

2000-2003 
cal.; 2004-
2006 val. 

Yes No 0.38-0.79 
Seasonal 
Variables 

0.37-0.61 
Seasonal  
Variables 

NA NA 

Muleta 
(2012b) 

F and J 2000-2003 
cal.; 2004-
2006 val. 

Yes No NA NA 0.71-0.73 0.13-0.60 

Van Liew 
et al. 
(2005) 

F and B 1997-2002 
cal; 1972-
1996 val. 

Yes No -0.36-0.78 -0.25-
0.68 

0.44-0.92 0.47-0.90 

Van Liew 
et al. 
(2007) 

F and B 1997-2002 
cal; 1972-
1996 val. 

Yes No 0.64-0.71 0.66-0.68 0.83-0.90 0.88-0.89 

Veith et al. 
(2010) 

B 1997-2002 Yes No NA NA 0.90 NA 

White et 
al. (2009) 

K 1995-2004 Yes No 0.66-0.78 
Seasonal 
Variables 

NA NA NA 

Zhang et 
al. (2009a) 

B 1999-2001 Yes No 0.79 0.84 NA NA 

Zhang et 
al. (2011) 

B 1991-2002 Yes No 0.52-0.78 NA NA NA 

Zhang et 
al. (2012) 

F and B 1998-2005 Yes No 0.64-0.68 NA NA NA 

*for hydrology, for cases of multiple runs the range is reported 
 
Bosch et al. (2004) conducted simulations of LRJ and reported Nash Sutcliffe Efficiency (NSE) 
values for monthly total streamflow (NSEm) of 0.80.  While satisfactory monthly and annual 
simulations were obtained, Bosch et al. (2004) reported discrepancies between observed and 
simulated hydrograph peaks, time to peak, and hydrograph durations (Fig. 2).  In particular, 
simulations of flow events occurring during the summer period when evapotranspiration rates 
were high and the shallow water table was low yielded underestimates of peak discharge and 
overestimates of hydrograph durations.  These characteristics indicated difficulty in adequately 
representing baseflow and storage characteristics of the shallow aquifer.  During dry summer 
conditions, the model underpredicted direct surface runoff as well as the amount of available 
storage in the surficial aquifer. 
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Figure 2. SWAT simulation results for Little River Watershed J (Bosch et al., 2004) 
 
Similar to the findings of Bosch et al. (2004), Van Liew et al. (2005, 2007) also reported 
estimating the time to peak on many events one day too early.  Feyereisen et al. (2007), Van 
Liew et al. (2005, 2007), and Joseph et al. (2012) also report overestimation of summer low 
flows, a phenomena that was first reported for the SWRRB model by Arnold and Williams 
(1987) for LRB.  This is likely a reflection of an inability to adequately describe the wide 
seasonal variations in streamflow in the LREW with a single parameter set. 
 
Additional simulations with no variation in parameter sets by season (Cho et al. 2012; Veith et 
al., 2010; Zhang et al., 2009a, 2009b, 2011, 2012) yielded improvements in the model 
simulations (Table 2).  However, each of these studies still reported difficulty fitting both the 
winter and summer streamflow conditions adequately.  As illustrated by the cumulative 
probability distribution reported by Cho et al. (2012) there remained a model tendency to predict 
too many small events (primarily during late summer and early winter) and too few large events 
(Fig. 3).  Results were improved for the smaller watershed LRK which was used for model 
calibration (Cho et al., 2012). 

 
a) LRB                                                                               b) LRK 

Figure 3. Cumulative probability distribution curve for the observed and simulated daily flow for 
(a) LRB and (b) LRK watersheds 1996-2004 (Cho et al., 2012). 
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Joseph et al. (2012) also reported difficulty fitting simulated recession curves for late summer 
and early winter events (Fig. 4).  They attributed the poor fit during these periods to the effects 
of the surficial aquifer and an inability to adequately model storage within the aquifer, in 
particular the aquifer storage below the broad dendritic channel itself.  Each of these results 
illustrates the difficulty of accurately simulating the dynamic conditions of low-gradient 
watersheds with considerable storage within the surficial aquifer.  As described by Bosch et al. 
(2003), during periods of low evapotranspiration and high rainfall saturated conditions exist with 
little remaining available aquifer storage.  During these conditions surface runoff is high and 
rapid.  During periods of high evapotranspiration the aquifer rapidly drops and available aquifer 
storage increases, leading to less groundwater contributions to streamflow and greater 
opportunity for infiltration.  In some cases, as the aquifer drops streamflow can be lost to the 
surficial aquifer (Bosch et al., 1996).  As seen from the observed data, while the surface runoff 
component can remain high during these dryer conditions the baseflow component is short-
lived. 

 
Figure 4.  Simulation results for Little River Watershed I obtained by Joseph et al. (2012). 
 
More recently, researchers have explored the possibility of varying different parameters by 
season in order to better fit the wide variety of aquifer storage encountered in the watershed.  
White et al. (2009) varied CN values between growing (May-November) and dormant 
(December-April) seasons for all agricultural row-crops.  Their simulations resulted in better 
model performance during the dry seasons but an underprediciton of streamflow during wet 
seasons (White et al., 2009).  These results indicate the model performance may be a result of 
seasonal differences in both surface runoff and subsurface storage. 
 
Mueleta (2012a) performed a parameter optimization routine whereby different parameters were 
developed for December through April and June through October periods.  These were 
characterized as periods with streamflow to rainfall ratios greater than 0.1 (December-April) and 
those with ratios less than 0.1 (June-October).  Their results indicated considerable differences 
in the optimized parameters for the two seasonal divisions.  The parameters exhibiting the 
greatest changes by season were ESCO (the soil evaporation compensation factor), Ch_K2 
(the effective hydraulic conductivity of the main channel alluvium), and Sol_K (soil hydraulic 
conductivity).  The importance of CN in the model predictions remained high for both seasons.  
Mueleta (2012a) found less significance in ESCO for dry season calibration, indicating that soil 
evaporation played less of a role in estimating streamflow during dry months because soil 
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moisture was generally low to begin with.  Furthermore, the greater importance in Sol_K found 
for the dry season indicated infiltration played a greater role during the dry period than during 
the wet period.  During wet periods in this watershed surface runoff is largely controlled by 
saturation excess, decreasing the importance of Sol_K in the winter season.  Interestingly, 
Ch_K2 was found more important for the summer season, indicating that infiltration into the 
surficial aquifer below the channel was more important during this season.  Each of these 
findings illustrates the importance of accurately simulating available storage in the surficial 
aquifer. 
 
While the results of Mueleta (2012a) improved the dry season performance of the model, 
problems remained accurately simulating the time to peak (Fig. 5).  This is likely related to the 
daily time step typically used in the simulation.  For all of the Little River sub-watersheds other 
than B, the time to peak is less than 1 day (Sheridan, 1994).  Thus, using daily rainfall and daily 
time steps it would be impossible for the model to accurately estimate the time to peak correctly. 
  

 
 
Figure 5. Simulation of watershed F for a dry season period from June 1, 2005 through August 
30, 2005 utilizing seasonal parameters (Mueleta, 2012a). 
 
Results of Zhang et al. (2011) support using different parameter sets to address different 
hydraulic conditions within the watershed.  In their study, Zhang et al. (2011) developed a 
SWAT version to simultaneously calibrate the model for surface flow dominated conditions or for 
baseflow dominated conditions.  In the case of the LREW watersheds, high water table 
conditions generally experienced in the winter generate high volumes of baseflow in addition to 
event based surface runoff.  Summer streamflow responses tend to be surface runoff dominated 
due to low water table conditions that generate little baseflow in addition to rapid surface runoff.  
Zhang et al. (2011) results indicated a large difference in the derived parameter sets, in 
particular in the parameters Surlag (surface runoff lag coefficient), Ch_K2 (effective hydraulic 
conductivity in the main channel alluvium), GWQMN (threshold depth of water in the shallow 
aquifer required for return flow to occur), and REVAPMN (threshold depth of water in the 
shallow aquifer for re-evaporation to occur).  This set of parameters points to the need to 
represent aquifer storage during conditions driven by baseflow differently from when they would 
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be driven by surface flow.  As pointed out by Zhang et al. (2011), depending on the modeler’s 
interest, i.e. representing surface runoff dominated events or subsurface runoff dominated total 
flow, different optimization routines could be used. 
 
Discussion and Conclusions 
 
This review illustrates the difficulty associated with simulating the low-gradient streams of the 
CP region which are heavily influenced by available storage within the surficial aquifer.  Prior 
studies have illustrated that overall water balance results (annual and monthly) provided by the 
SWAT model for the LREW have been very good (Table 2).  Manual and automated calibrations 
have yielded good approximations of peak flows during high flow winter events.  During typically 
years, it is these events that will transport the majority of the water volume and contaminants.  
However, a widely varying shallow water table makes simulation of the watershed with a single 
parameter set challenging. 
 
Results varying the parameters by season (White et al., 2009; Mueleta, 2012a) have been 
encouraging and present one possible avenue of improved simulations.  Luo et al. (2012) 
incorporated a slow-reacting groundwater reservoir to SWAT to account for seasonal 
differences in baseflow, resulting in significant improvements in the representation of baseflow 
throughout the year.  This technique, differentiating between more rapid lateral flow within the 
vadose zone and slower shallow groundwater flow, may offer a method for improving simulation 
of these characteristics within the LREW.  Sub-daily time steps have recently been used with 
the SWAT model to improve hydrograph representations for urban watersheds (Jeong et al., 
2010; Jeong et al., 2011).  Sub-daily simulation should also yield better representations of 
hydrograph timing for smaller watersheds. 
 
Subsequent improvements will likely involve expanding the spatial capabilities of the model to 
more dynamically simulate actual water table conditions throughout the landscape and other 
geographic features, both in the upland and the stream channel.  It is anticipated that landscape 
revisions of the SWAT model along these lines will lead to significant improvement of simulation 
of this phenomena.  One possible route for incorporating these revisions into the SWAT model 
was presented by Arnold et al. (2010) and tested on a small CP Watershed by Bosch et al. 
(2010).  A grid based SWAT model may also allow closer representations of the landscape 
physical features and in particular the spatial variation of the surficial aquifer (Rathjens et al., 
2013).  Simulations of the LREW using the SWAT grid based model are particularly 
encouraging regarding yielding better hydrograph representations (Rathjens et al., 2013).  
Utilizing the current model capabilities (landscape routing, grid based, sub-daily time steps, and 
variable aquifer characteristics) will likely lead to superior model performance in estimating 
hydrograph time to peak. 
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Abstract 
Watershed models are valuable tools in assessing surface and subsurface water quantity and quality 
impacts due to land management practices in watersheds of varying scale and complexity. However, 
surface water models typically lack sufficient detail in groundwater systems to accurately describe 
heavily irrigated agricultural or groundwater driven watersheds. Similarly, groundwater models 
typically lack important land surface processes like plant growth, nutrient cycling, and overland flow 
to stream networks. In this study, we present a model that is capable of simulating both land surface 
and subsurface flow and nutrient transport through the coupling of SWAT with the variably-saturated 
groundwater flow model, MODFLOW-UZF, and a variably-saturated groundwater solute reactive 
transport model, UZF-RT3D. Overland flow and stream routing are handled by the SWAT 
subroutines, while fluxes of water and chemical species within the subsurface and associated 
loadings to and from surface water are handled through the subroutines of MODFLOW-UZF and 
UZF-RT3D. Also, secondary SWAT pre-processing algorithms are used to distribute spatially 
disaggregated HRUs to improve representation of watershed heterogeneity. The accuracy and 
usefulness of the SWAT-MODFLOW-RT3D model is illustrated through application to a study basin 
within the United States wherein groundwater is a significant contributing factor to surface water 
processes.  
 
 
Keywords: SWAT, MODFLOW, watershed modeling, groundwater, groundwater solute transport, 
irrigated agriculture 



 

2 

Introduction 
Watershed models have become the standard in assessing changes in surface and subsurface 
water quality due to changes in land management, land use, and climate. Most of these models 
are able to account for varying levels of scale and complexity depending on the availability of 
data. However, current popular watershed models typically lack sufficient detail in simulating 
spatially-variable groundwater processes. Consequently, the accuracy of the model is reduced 
when streamflow is influenced by groundwater flow. For example, basins with heavy irrigation 
often experience high water tables, which increase subsurface hydraulic gradients and 
consequently yield high volumes of groundwater discharge to the stream network. On the other 
hand, groundwater models typically lack important land surface processes such as plant growth, 
nutrient cycling, and overland flow transport. Additionally groundwater models do not 
implement and test various best-management practices (BMPs), a key requirement for watershed 
water quality analysis. To combine the benefits of both current watershed and groundwater 
models, this study presents a linkage between SWAT (Arnold et al., 1998) , MODFLOW-NWT-
UZF (Niswonger et al., 2006 and Niswonger et al., 2011), and UZF-RT3D (Bailey et al., 2012) 
to provide a modeling framework that accounts for land surface processes, in-stream processes, 
the assessment of BMPs, as well as subsurface flow, spatially variable hydrogeologic features, 
and reactive transport of nutrients at the watershed scale. 

Model Development 
To create the comprehensive hydrologic and water quality watershed model, the Soil and Water 
Assessment Tool (SWAT) is modified and coupled with MODFLOW-NWT-UZF and UZF-
RT3D. MODFLOW-NWT-UZF (Niswonger et al., 2006 and Niswonger et al., 2011) is a fully 
distributed finite-difference grid-based subsurface flow model which allows for spatially varying 
groundwater parameters (i.e. hydraulic conductivity, bedrock elevation). UZF-RT3D is based on 
the original solute reactive transport modeling code RT3D (Clement, 1997), and accounts for 
reactive transport and interaction of multiple chemical species in variably-saturated porous 
media, with variably saturated flow supplied by MODFLOW simulations using the Unsaturated 
Zone Flow (UZF1) package (Niswonger et al., 2006). These models were combined to retain 
their respective strengths so that SWAT handles land surface, in-stream, shallow subsurface 
hydrologic, biological, and nutrient processes, MODFLOW-NWT-UZF handles variably-
saturated subsurface flow and interaction with the stream network, and UZF-RT3D handles the 
transport of chemically reactive solutes in variably-saturated subsurface flow systems and mass 
loadings to/from the stream network.  
 
SWAT currently handles water and chemical transport by dividing a watershed into two different 
categories: subbasins, and landscapes. Within each subbasin, 3 landscape zones, designated as 
the divide, hill slope, and floodplain (Arnold et al., 2010) are established. Within a given 
subbasin and given landscape, unique combinations of soil type, land use, slope, and 
management practices are intersected to define hydrologic response units (HRUs). Calculations 
are then performed for each HRU to account for processes such as plant growth, snow 
accumulation, snow melt, infiltration, evapotranspiration, and precipitation. SWAT’s 
groundwater subroutines were deactivated in order to allow MODFLOW-NWT-UZF to calculate 
groundwater movment. SWAT and MODFLOW-NWT-UZF determines the direction and 
amount of flow through the watershed’s aquifer and critical zone so that RT3D can simulate the 
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reactive transport of solute in the subsurface. Figure 1 outlines the processes or concepts handled 
by each model (SWAT, MODFLOW-NWT-UZF, UZF-RT3D), which is also outlined below in a 
bulleted format. 
 
SWAT handles the following processes:  
• Infiltration 
• Evapotranspiration 
• Plant growth and root zone processes 
• Overland flow and transport 
• Lateral subsurface flow in SWAT’s “soil zone” 
• Stream flow and transport 
 
MODFLOW-NWT-UZF handles the following processes : 
• Vadose zone percolation below the soil profile, via the UZF1 package of MODFLOW 
• Recharge to the water table, via the RCH package of MODFLOW 
• Water table elevation 
• Saturated groundwater flow 
• Groundwater pumping, via the WEL package of MODFLOW 
• Groundwater discharge to streams (baseflow), stream seepage to groundwater, via the RIVR 

package of MODFLOW 
 
UZF-RT3D handles the following processes:  
• Saturated and unsaturated (vadose zone) transport of chemical species 
• Chemical species interaction with geologic formations (e.g., autotrophic denitrification in the 

presence of marine shale) 
• Mass fluxes of nitrogen and phosphorus pumped from groundwater 
• Mass loadings of nitrogen and phosphorus from the aquifer to the stream network (via 

groundwater discharge) 
• Mass loadings of nitrogen and phosphorus from the stream network to the aquifer (via stream 

seepage) 

 

Figure 1: Breakdown of watershed processes simulated by SWAT (green), 
MODFLOW-NWT-UZF (bolded blue), and UZF-RT3D (italicized red) 
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Passing information (as shown in Figure 2) between the models occurs on a daily time step. The 
combined SWAT, MODFLOW-NWT-UZF, and UZF-RT3D begins executing SWAT’s overland 
flow and “soil zone” process calculations for every HRU within the watershed. The outputs of 
these calculations are then mapped to MODFLOW’s grid cells (explained below). MODFLOW-
NWT-UZF then calculates variably-saturated subsurface processes, whereupon flow results are 
provided to UZF-RT3D for subsurface reactive solute transport. Once UZF-RT3D finishes, the 
resulting water table elevation, seepage/groundwater discharge to rivers and nutrient loadings 
to/from rivers is mapped back to SWAT HRUs. SWAT then proceeds to route surface and 
subsurface contributions to river segments, down the river segments to subbasin outlets, and 
through the watershed network. 

 

RIVER (RIV) (Harbaugh et al., 2000), a MODFLOW package, determines whether return flow 
or seepage occurs for each river segment. The RIV package utilizes two inputs, the stream stage 
(outputted by SWAT from the current day) and the simulated water table elevation. Locations of 
MODFLOW river cells are determined during pre-processing, and the inputs for the grid cells 
are river parameters (channel width, channel bottom elevation, hydraulic conductivity) as 
supplied to or calculated by SWAT. The seepage and return flows are then used by UZF-RT3D 
to calculate mass loadings to/from the stream network. This allows SWAT to perform in-stream 
routing for the current time step. In the case of groundwater upflux from a shallow water table 
elevation, the method used by Sophocleous and Perkins (2000) and Kim et al. (2008) is adopted. 
Groundwater upflux volumes, as calculated by MODFLOW, are distributed over SWAT’s soil 
profile layers, beginning with the bottom layer and limited by the saturated water content of each 
layer. Nitrogen and Phosphorus associated with groundwater upflux is distributed among the 
layers of the soil profile in a similar manner. 

 

Figure 2: Flow of information between SWAT, MODFLOW-NWT-UZF, and UZF-
RT3D 
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Spatial Integration 
To facilitate the linkage between the spatially discontinuous HRU-based SWAT model and the 
spatially continuous grid-based MODFLOW model, a series of mapping functions have been 
developed. Using the contributing areas of HRUs within grid cells, and vice versa, as weights, 
various parameters are mapped from SWAT HRUs to the MODFLOW grid and back (illustrated 
in Figure 3). This interaction between HRUs and grid cells also creates a general format that can 
be utilized for SWAT to any finite difference model utilizing grid-based schemes.  
 

 

Figure 3: Spatial interaction between SWAT (green text), MODFLOW-NWT-UZF 
(bolded blue text), and UZF-RT3D (italicized red text) 

Application to Upper Klamath Basin 
The SWAT-MODFLOW-RT3D model will be demonstrated through an application to the Upper 
Klamath Basin, located in northern California and southern Oregon (Figure 4). The Upper 
Klamath Basin has water quantity and quality problems due to significant stream flow 
contribution from groundwater and specifically natural springs (Gannett et al., 2010). The 
MODFLOW model developed by Gannett et al (2012) illustrates the locations and complexity of 
the various agricultural drains, wells, and reservoir extents within the Upper Klamath Basin 
(Figure 5). It is due to this complex agricultural water drainage and well pumping combined with 
the porous volcanic nature of the geology of the Upper Klamath Basin which makes it 
particularly difficult to simulate using available surface-only or subsurface-only watershed 
models. 
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Figure 4: Upper Klamath Basin, in northern California and southern Oregon 

 

Figure 5: Upper Klamath MODFLOW Model Features 
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Figure 6: Sycan River, Post-Calibration Results 

 

Preliminary results (SWAT only) on the Sprague River in the Upper Klamath Basin show good 
results for surface-runoff driven tributaries (minimal baseflow levels) like the Sycan River 
(Figure 6). These post-calibration results have high correlation coefficients to observed data. 
Conversely, rivers in this system which are groundwater driven, such as the North Fork of the 
Sprague River (as seen by its elevated baseflow level), show poor results before combined 
manual and auto-calibration using dynamically dimensioned search algorithms (Figure 7). While, 
post-calibration results from the SWAT simulations still do not accurately reflect the significant 
baseflow contribution to stream discharge (Figure 8). The low R2 value and the low Nash-
Sutcliffe coefficient both indicate that the model does not accurately reflect observed data. 
Closer observation of Figure 7 reveals an increase in baseflow on an annual basis, which is not 
feasible or represented in the observed data. 
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Figure 7: N. Fork Sprague River, Pre-Calibration 

 

Figure 8: N. Fork Sprague River, Post-Calibration 
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Conclusion 
 
Retaining the strengths of each of the respective models, namely land surface processes in 
SWAT, variably saturated groundwater computation in MODFLOW-NWT-UZF, and reactive 
solute transport within variably saturated groundwater systems in UZF-RT3D, a comprehensive 
hydrologic model is accomplished. A comprehensive model, like SWAT-MODFLOW-RT3D, 
will enable accurate simulations of stream flow and nutrient mass loading in watersheds for 
which stream flow can be either surface water driven or groundwater driven due to a complex 
combination of surface water allocations, historic agriculture and diversions, and geologic 
features. From SWAT, surface water infiltration is passed to MODFLOW-NWT-UZF based on 
the contributing areas of the HRUs to the groundwater grid. Return flows and mass loadings are 
then calculated and passed back to SWAT. The comprehensive model includes the subsurface 
flow and reactive processes, while still retaining the land surface computations and BMP 
assessments of SWAT. The need for such a model is highlighted by the North Fork of the 
Sprague River in the Upper Klamath River basin, where stream flow heavily influenced by 
groundwater hydrology. The Upper Klamath River basin will be the subject of testing the model 
to determine the benefit gained by coupling SWAT with a physically-based distributed 
groundwater flow and reactive transport model.  
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Abstract 

Next to precipitation, evapotranspiration (ET) is a crucial as well as dominant component in a 
river basin water balance. Hence, it is vital to explore the spatial variability of ET across different 
cover types in a basin. However, the measurement of ET is often described as time and labor 
consuming and thus, hydrological models are considered as an alternative. Physically based 
and process-oriented models simulate a series of physical and plant physiological processes 
controlling ET. Therefore, we applied the Soil and Water Assessment Tool (SWAT, version 
2012) to simulate hydrological process in the Upper Mara basin. Firstly, the SWAT model was 
built and then calibrated and validated in this data scarce tropical watershed for the period of 
1980-1992. Secondly, the SWAT estimated ET fluxes were analyzed at various spatial scales. 
In addition, the ET spatial variability was evaluated using remote sensing products from 
MODerate Resolution Imaging Spectroradiometer (MODIS). As noted in the analysis, the SWAT 
model often did not give realistic spatial patterns of ET at the HRU level that is consistent with 
the landcover types. In contrast, the results from MODIS ET showed spatially consistent ET 
variability which reflected the landscape heterogeneity. In conclusion, the reasonable SWAT 
model’s skills in simulating discharges with calibrated parameters, might not guarantee similar 
performance for other water balance components such as ET. Thus, the use of spatially 
distributed ET estimates from remote sensing data during calibration and validation processes 
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could potentially improve the prediction abilities of hydrological models in the data scarce Upper 
Mara basin. 

Keywords: Mara basin, SWAT, Evapotranspiration, MODIS, spatial variabili 
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Introduction 

Evapotranspiration (ET) is a crucial as well as dominant component  in a river basin water 
balance, and it accounts for 60% of the outgoing flux from the input precipitation in a catchment 
(Brutsaert, 1986). Information on the amount of ET flux over a range of spatial and temporal 
scales for a specific locality is an essential component in the design, development and 
monitoring of hydrological, agricultural and environmental systems (Senay et al., 2011). 

One of the classic approaches to compute ET in a basin is ultimately using the water balance 
concept (Droogers, 2000; Senay et al., 2011). Most often precipitation and runoff data can be 
readily obtained from hydrometeorological stations. Therefore, a calibrated model forced by 
these dataset could be used to estimate the ET fluxes from the system and the measured primary 
hydrology elements helps to logically constrain the ET estimates (Gao and Liu, 2012). By the 
same token, the physically based Soil and Water Assessment Tool version 2012 version 2012 
(SWAT) simulator was applied to compute the ET flux in the Mara basin. Intuitively, the 
accuracy of ET amount estimates of each HRU and their aggregated values for the whole 
watershed simulated by SWAT would be reliable because this simulator has a strong physical 
basis which is essential to represent hydrological processes realistically. Furthermore, Liu et 
al.(2003) outlined the advantages of process based models when used for ET mapping: (1) each 
component of ET that make up the total ET is taken into consideration and explicitly quantified; 
(2) the strong correlation between vegetation and ET are accounted for using spatially distributed 
vegetation index (i.e. leaf area index) and vegetation functional parameters such as stomatal 
conductance; (3) the interaction between soil moisture and ET can be explicitly described, 
among others. 

However, most often distributed hydrological models are calibrated against the observed 
discharge time series from one or more gauging stations. Apparently, these models show 
reasonable skills to simulate discharges based on  the calibrated parameters; however, this does 
not guaranty a good performance on the simulated ET  (Muthuwatta et al., 2009). A river basin 
surface characteristics, by its very nature, varies spatially and their combination with a large 
number of model parameters inhabits the identification of one set of parameters describing the 
natural system (Immerzeel and Droogers, 2008). Consequently, more than one parameter 
combination could provide the same result. The problem of equifinality has been widely 
discussed in literatures (Seibert and McDonnell, 2002; Beven, 2006; Immerzeel and Droogers, 
2008). Hence, the question if our models can represent the hydrological processes such as the ET 
flux in a proper way so that they are able to do what they are aimed for remains as a key issue.  

In the last few decades satellite data have been ideally suited for deriving spatially continuous 
fields of ET using energy balance techniques (Bastiaanssen et al., 2002; Allen et al., 2011). Mu 
et al. (2011) computed ET flux globally using remote sensing data for land surface 
characteristics. This global MODIS data have been evaluated for various climatic conditions and 
locations (Mu et al., 2011; Kim et al., 2012) and the studies concluded the importance of this ET 
product for hydrological applications. Owing to this, the ET for the study area were mapped 
using data from this global dataset. 
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In this study, we modeled the data scarce Upper Mara river basin using SWAT simulator (Arnold 
et al., 1998). Subsequently, the model was calibrated and validated using Sequential Uncertainty 
Fitting (SUFI-2) (Abbaspour et al., 2004). Therefore, the aim of this paper is to analyze the 
spatial variability of the simulated ET fluxes derived from two sources: from the calibrated semi-
distributed SWAT model and MODIS 16 ET data from 2000 to 2010.  

Description of the Upper Mara basin  

The Mara River basin is shared between Kenya and Tanzania and has an area of about 13,750 
km2. The Upper Mara River basin, which forms the recharge area for the Mara River basin, 
covers an area of about 3,000 km2 (Fig. 1). This part of the basin is drained by two main rivers 
originating from the Mau forest-the Amala and the Nyangores, which merge at the midsection to 
form the Mara River. The rainfall distribution in this area is by bimodal ranging from 700 mm in 
the lower areas to 1800 mm in the mid and upper sections (Kilonzo et al., 2012). Furthermore, 
the basin is characterized by mountainous topography ranging from 1563 to 3063 meters above 
the sea level (Fig. 1). 

Kilonzo et al. (2010) mentioned that the main socio-economic activities (which define land use 
types) are determined by the hydro-climatic and ecological zonations with pasture and herding 
restricted to the lowlands, commercial mechanized agriculture (mostly large scale maize and 
wheat cultivation) in the floodplains, subsistence maize production in the midsection, tea and 
forestry in the high rainfall areas and vegetable production in the upper sections. The main soil 
types in the Upper Mara basin include loams and clay loams. 

 

Fig. 1 Map of the Upper Mara basin with an inset map of Kenya  



5 

 

Methodology 

Firstly, the hydrological processes in the study area were modeled using the SWAT (Arnold et 
al., 1998) simulator, and subsequently the preliminary results of the simulated ET estimates were 
analyzed at different spatial scales. Furthermore, the MODIS ET products were adopted to 
investigate the spatial variability of ET across various land use types. The descriptions of each 
method are explained briefly in the following sections. 

SWAT model 

The SWAT simulator (Arnold et al., 1998) is a semi-distributed physically-based hydrological 
model that simulates flow and nutrient transport and transformations at river basin or catchment 
scale. It uses a GIS based interface that allows to use topography maps (DEM), landuse maps 
and soil maps and hence create sub-basins which are further subdivided in hydrological response 
units (HRUs). HRUs are areas with similar land use, soil and slope classes in the sub-basin. For 
each HRU, hydrological, soil, crop and chemical processes are computed on a daily time step to 
provide the inputs into the river network.  A very interesting feature of SWAT is that it enables 
to compute crop growth processes and land use management practices and their effects on 
hydrology and water balance (Neitsch et al., 2011). 

The Penman–Monteith method is used to calculate daily reference evapotranspiration (ETref) and 
eventually used to simulate ET, in which evaporation from the soil surface and transpiration 
from vegetation are simulated separately. Soil water evaporation is estimated as an exponential 
function of soil depth and water content, based on ETref and a soil cover index calculated by 
aboveground biomass, confined to the upper limit of 80% of plant available water on a given 
day. 

In this study, we applied five procedures for SWAT application to the study area: i) climatic and 
spatial data preparation, ii) watershed delineation and discretization, iii) HRU definition, iv) 
calibration and validation, and v) output analysis. The Upper Mara River basin was divided into 
eight subbasins and 144 HRUs in the SWAT model. 

 SWAT inputs  

Daily climatic data such as rainfall, temperature, humidity and wind speed are required by the 
SWAT model. Daily rainfall measurements from Olegurone, Bomet Water Supply and Tenwek 
Mission were used to force the SWAT model. Since there is no meteorological station in the 
catchment which measures maximum and minimum temperature, wind speed and relative 
humidity, a weather generator prepared for this region by Kilonzo et al. (2012) were used. 
Besides, the missing data from the aforementioned rainfall stations were filled using the weather 
generator. 

SWAT requires three spatial dataset to characterize a watershed, namely soil type, land cover/use 
and digital elevation model (DEM). Obviously, these groups of data determine the factors that 
shape the various processes in a watershed, such as surface runoff, recharge and 
evapotranspiration and among others. The soil classification data was extracted from the 1:2 000 
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000 Soil Terrain Database of East Africa (SOTER) and the dominant soil class in the basin is 
composed of 42% clay, 42% silt, and 16% sand. The land use/cover classifications for 1986 and 
2006 for the Upper Mara basin were obtained from Kilonzo et al. (2010). This study used the 30 
meters resolution Landsat Thematic Mapper images acquired for year 1986 and 2006. 

 Model calibration and validation 

The calibration and validation of the SWAT model was carried out using the observed daily 
discharge data of the Nyangores River at Bomet Water Supply gauging station from 1980 to 
1992. The calibration and validation were carried out using the data from 1985 - 1992, and 1980 
– 1982, respectively. The first three years from the calibration period were used to warm up the 
model. 

SUFI-2 (Abbaspour et al., 2004) auto-calibration algorithm in SWAT-CUP 2012 package was 
employed to calibrate the model. In SUFI-2, parameter uncertainty accounts for all sources of 
uncertainties such as uncertainty in forcing rainfall data, parameters, and observed flow. The 
performance of the model was then evaluated using the popular Nash-Sutcliffe Efficiency (NSE) 
and the coefficient of determination (R2), and among others.  

Remote sensing products 

Global MODIS evapotranspiration product (MOD16A2), hereafter MODIS ET, provides ET for 
vegetated surface at a regular 1 km2 spatial resolution (http://www.ntsg.umt.edu/project/mod16). 
This ET product is computed based on the Penman–Monteith logic (Eq.1) using MODIS global 
data (MODIS land cover and FPAR/LAI data) and global surface meteorology data from the 
Global Modeling and Assimilation Office (Mu et al., 2011). 

 

𝜆𝐸 =
𝑆 × 𝐴 × 𝜌 × 𝐶𝑝 × (𝑒𝑠𝑎𝑡 − 𝑒)/𝑟𝑎

𝑠 + 𝛾 × (1 +  𝑟𝑠 𝑟𝑎� )
 

where λE is the latent heat flux and λ is the latent heat of evaporation; s=d(𝑒𝑠𝑎𝑡)/dT, the slope of 
the curve relating saturated water vapor pressure (𝑒𝑠𝑎𝑡) to temperature; A is available energy 
partitioned between sensible heat, latent heat and soil heat fluxes on land surface; ρ is air density; 
𝐶𝑝 is the specific heat capacity of air; and 𝑟𝑎 is the aerodynamic resistance. 

The ET computation in this product accounts for the ET fluxes from transpiration and 
interception by vegetation and moist soil during day and night time (Mu et al., 2011). This 
product has been evaluated across different climates and locations using observed ET 
measurements from flux towers (Mu et al., 2011; Kim et al., 2012) and the studies concluded the 
potential use of this global data for scientific applications. In this study, we used the MODIS ET 
at the annual scale to investigate the spatial variability of ET across the Upper Mara basin. 

http://www.ntsg.umt.edu/project/mod16
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Results and Discussion  

Given the scarcity of hydrometeorological data in the study area, the results observed from the 
calibrated and validated SWAT model are encouraging to carry out further analysis from the 
simulation outputs. However, while interpreting the results, the uncertainty associated with the 
input data should be taken to an account. As observed from the MODIS ET, ET varies spatially 
in the Upper Mara basin within various landcover types. In the next sections, results from the 
SWAT model and MODIS ET products are presented back-to-back. 

Calibration and Validation Results 

On the basis of the three rainfall stations used in this study, the basin wide average annual 
rainfall from 1988-1992 as computed in the SWAT model was about 1360 mm. This figure is 
comparable with the range of areal rainfall estimates from previous studies by NBI (2008) and 
Kilonzo et al. (2012). The visual comparison of the simulated and observed discharges at Bomet 
Water Supply gaging station showed a fair fitness for the calibration period (Fig. 2). In addition, 
as the statistical evaluation criteria showed, the calibrated SWAT model performed satisfactorily 
with NSE and R2 of 0.57 and 0.58, respectively for daily flows. The performance of the model 
also further improved when compared at a monthly time step. Apparently, one of the likely 
reasons for lower performance of the model could be attributed to the low density of rainfall 
stations used in the model.  

The fair representation of the hydrological processes in the SWAT model for the Upper Mara 
River based on the range of parameters set found during the calibration process was conformed 
by implementing the validation procedure. As shown in Fig. 3, the SWAT model performs fairly 
for the validation period as well. The NSE and R2 for this period were 0.61 and 0.72, 
respectively. 

 

Fig. 2 Satisfactory comparison of observed and simulated flow during the calibration period 
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Fig. 3 Satisfactory comparison of observed and simulated flow during the validation period 

SWAT simulated evapotranspiration 

Since the performance of the SWAT model for Upper Mara basin was fairly good, it was worthy 
to analyse the model’s simulation on the largest outgoing flux (i.e. ET) of the water balance. Yet, 
we used average mean annual values for the analysis because the goal of the study was to 
investigate the spatial variability. As noted in the water balance analysis from 1988 to 1992, ET 
accounts for the loss of about 60% of the mean annual precipitation in the basin. Besides, the 
SWAT model estimated about 814 mm mean annual ET over the area of interest. 

 

Fig. 4 Spatial variability of SWAT simulated mean annual ET at HRUs level (left) and landcover 
types in 1986 (Kilonzo et al. 2010) (right) 
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The land surface physical characteristics such as vegetation cover, soil, elevation and among 
others vary spatially in the Upper Mara basin. Consequently, it is worth to investigate the 
simulated mean annual ET at the HRU level. As depicted in Fig. 4, the mean annual ET varies at 
the HRU level and ranges from 684-1055 mm yr-1. Despite the domination of forest cover in the 
upstearm part of the basin, the HRUs in this part observed to have lower ET fluxes. In contrast, 
the highest mean annual ET fluxes were observed in the midsection of the basin where 
agricultural landuse type is common. 

We analyzed the SWAT simulated ET per landuse class in the study area. Areas covered by 
range land with bush have a slightly higher mean annual ET flux than areas covered by forest 
(Table 1). On the other hand, agricultural landuse type revealed the lowest ET flux. 

               Table 1 Mean annual ET flux for different land cover types in the Upper Mara basin 

Landuse type Area (km2) % of Area ET [mm yr-1] 

FRST 988 33.5 820 

AGRL 818 27.7 797 

RNGE 526 17.8 812 

RNGB 612 20.7 832 

In general, as it turned out from the results, the simulated ET spatial variability showed 
inconsistencies compared to the landcover types at the HRU level. Nevertheless, at a coarser 
spatial scale (i.e. per landuse class) the estimated ET revealed a better consistency, meaning the 
vegetated areas tends to have a higher ET than agricultural areas. However, the differences in the 
computed ET among the landuse types were not significant. Theoretically the LAI and canopy 
storage (CANMX) are the two important vegetated surface characteristics needed in ET flux 
computations in SWAT. As would be expected, in the calibrated SWAT model the LAI and 
CANMX values are larger for forested areas and smaller for agricultural area. However, we 
noted discrepancies at the estimated ET at the HRU level. One of the likely reasons is the less 
sensitivity of the model to these parameters. We observed from the global sensitivity analysis in 
SUFI-2 that soil water holding capacity (sol_awc), the curve number (CN2) and soil evaporation 
compensation factor (ESCO) were the top sensitive parameters. 

Evapotranspiration from MODIS 

Fig. 5 presents the mean of annual ET from 2000 to 2010 together with the land cover 
classifications for year 2006. The mean annual ET at 1 km pixel resolution showed significant 
spatial variability and the averaged ET over the entire basin was about 1103 mm yr-1. The 
downstream part of the basin had a lower ET flux which is covered by agriculture and range land 
mixed with grasses. In the middle section of the basin, where the Mau forest complex located, a 
higher ET values were observed. In this part of the basin the mean annual ET fluxes reached up 
to 1500 mm in some pixels. Even though there is no available in situ observed ET flux in the 
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study area, compared to long term averaged rainfall in the upper of the basin (i.e. 1400 mm yr-1) 
(NBI, 2008) the MODIS ET estimate seems to some extent overestimated. 

 

Fig. 5 Spatial variability of mean annual ET for Upper Mara basin (left) and landcover class for 
2006 (Kilonzo et al. 2010) (right). 

As depicted in Fig. 6, part of the basin covered by forest showed a higher mean annual ET while 
areas covered by grasses and agricultural crops revealed relatively a lower mean annual ET flux. 
We used the standard deviation of the mean annual values to further scrutinize the ET spatial 
variability within each landcover type. As a result, we observed a substantial ET variability 
within each cover types (Fig. 6). The maximum variability was in forest cover (185 mm) 
whereas the lower variation was noted in range land mixed with grass cover (92 mm). 
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Fig. 6 The average annual ET per landcover class for Upper Mara basin. The standard deviation 
is represented by the solid vertical lines. 

Overall, the spatial variability of ET from MODIS reflected well the heterogeneity in the Upper 
Mara basin. In addition, the ET estimates are consistent with the land cover type from year 2006. 
At this point it should be noted that the spectral signatures used for the land cover classification 
and MODIS ET are from independent sensors. The ET mapping using MODIS products from 
remote sensing techniques might be less reliable at a finer resolution; however, it provides 
consistent estimates for watershed average response (McCabe and Wood, 2006)  

Conclusion 

In this study, we analyzed the spatial variability of ET flux over the Upper Mara basin using 
mean annual ET from two sources: i) SWAT simulated ET, and ii) MODIS ET product. Given 
the data scarcity in the region and its consequent uncertainty on the model simulations, we used 
mean annual average values to assess the spatial variability of ET. Therefore, the following 
preliminary conclusions were drawn from the study. 

The SWAT simulated ET at the HRU level was inconsistent with the landcover type used as the 
model’s input. In addition, the differences in mean annual ET flux per landuse class were 
insignificant. On the other hand, the ET flux from remote sensing captured well the variation in 
surface vegetation cover, yet the amount of ET fluxes in some pixels deemed to be overestimated 
compared to the long term mean annual rainfall. Thus, apply the remote sensing ET during 
model calibration and validation processes could benefit hydrological modeling efforts in a data 
scarce river basin.  
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Abstract 
 
Shallow soils of Southern Brazil under tobacco cropping are generally potential for degradation 
environmental contamination, because they are based on inadequate agricultural operations and 
excessive fertilizer rates application. Changes in management practices may affect water balance, 
sediment and nutrient loads of agricultural areas. This paper evaluates by a modeling approach the 
impact of farming practices on runoff, sediment and phosphorus loads at Arroio Lino watershed, 
located in Southern Brazil. This watershed is cropped with tobacco under conventional management 
system and high fertilizer rates application. The SWAT model was used to generate a 30-year 
simulation period. Three scenarios of management practices were tested: conventional tillage (CT), 
minimum tillage (MT) and no-tillage cultivation (NT) with reduction of 50% of fertilizer rate application. 
Surface flow decreased when decreasing tillage intensity, but the baseflow increased following the 
same order of magnitude. Hence, the percentage deviation in the water yield is only 6%. The highest 
decrease in sediment yield was between conventional tillage scenarios and no-tillage scenarios 
(66%). The phosphorus loads major change (60%) was due to the decrease (-50%) in the fertilizer 
rate application instead of due to the change in management practices.  No-tillage practices did not 
significantly affect the water yield, but greatly affected sediment due to reduction of soil erosion. The 
soluble P losses increased mainly when the fertilised doses increased. In conclusion it can be stated 
that conventional tillage practices need to be replaced by less intensive tillage practices in order to 
minimize environmental impacts caused by a particular land use. 
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Introduction 

The combination of inadequate soil use (cultivation on sloping lands and near to water courses) 

and inadequate management (intensive revolving of soil and low cover levels) with high available 

phosphorus rates renders the cultivated areas as a great source of sediments (Minella et al. 2007) and 

phosphorus to the water courses (Pellegrini et al. 2009).  

Fertilizer P application together with cropping practices can have a lasting effect on soil fertility 

and can result in water pollution. Moreover, for the same return period, phosphorus losses were 

generally greater from plots cultivated up and down the slope than from those cultivated across the 

slope (Quinton et al., 2001).  

The cultivation of tobacco in agricultural highland, involving intensive soil preparation, leads to 

a great soil erosion and phosphorus transferred to superficial water bodies (Pellegrini et al. 2009).  

Incompatible agricultural practices with the land use capability of these regions and the 

application of high fertilizer and pesticide rates make tobacco cultivation an activity with a high 

contamination risk for water resources in watersheds (Kaiser et al., 2010). 

The effect of management systems on soil attributes, sediment movement and organic carbon 

exportation was evaluated by Mello (2006) in a rural watershed under tobacco crop in Southern 

Brazil. The most degraded soils were those under conventional tillage. These areas presented the 

highest soil losses, and also presented the largest sediments movement on the hillslope. Whereas, the 

conversion to minimum tillage and no tillage systems increased soil quality and reduced sediment 

delivery.  

The main tillage systems of the tobacco crops in Southern Brazil were studied by Pellegrini 

(2006). The author concluded that soil management systems that include oats as cover crop in winter, 

using ridge (camalhão) and involve minimal soil tillage maintain higher productivity in tobacco 

reducing losses being more sustainable in the long term.  



Water quality models have proven to be a reliable tool for decision making and scenario analysis. 

The Soil and Water Assessment Tool (SWAT) model (Arnold et al., 1998) was developed to predict 

the impact of land management practices on water, sediment and agricultural chemical yields in 

watersheds with varying soils, land use and management conditions (Neitsch et al., 2005). 

Applications of SWAT model for modeling land use changes and management practices have been 

expanded worldwide, such as Chaplot et al. (2003); Behera and Panda (2006); Bormann et al. (2007); 

Ullrich and Volk (2009) and Uzeika et al. (2012). 

The main objective of this study was to make realistic predictions of the impacts of agricultural 

management changes on the water balance, sediments and phosphorus loads at the Arroio Lino 

watershed using the SWAT model. 

 

 

Materials and Methods  

 

Study area description 

 

The Arroio Lino watershed covers 4.8 km2 and is located in Agudo County, in the state of Rio 

Grande do Sul, Brazil (Figure 1). Almost 30% of the Arroio Lino watershed area is occupied by 

annual crops and more than 50% by native forest cover. Approximately 90% of the crop areas are 

devoted to tobacco production (Pellegrini et al., 2009).  

Most of the tobacco crops are cultivated under conventional tillage with intense agricultural 

exploration which have increased surface runoff and hillslope erosion due to the removal of 

vegetation. These affects have contributed to excessive sediment and nutrient loads inputs to the 

streams. 



 
Figure 1 – Land use in the Arroio Lino watershed, Brazil 

 

SWAT Model and input data 

 

The SWAT model requires topography, land use, management, soil parameters input, and 

weather data. The digital maps (topography, land use and soil types) were processed with a GIS 

preprocessing interface to create the required model input files.  

SWAT simulates a watershed by dividing it into multiple subbasins, which are further divided 

into hydrologic response units (HRU’s). These HRU’s are the product of overlaying soils, land use 

and slope classes. 



According to Neitsch et al. (2005) a set of parameters is directly related to the simulations of 

management practices, such as the biological mixing efficiency (BIOMIX), mixing efficiency of 

tillage operation (EFFMIX), depth of mixing caused by the tillage operation (DEPTIL), initial SCS 

runoff curve number for moisture condition II (CN2), Manning's "n" value for overland flow (OV_N), 

and USLE equation support practice factor (USLE_P). 

The biological mixing efficiency (BIOMIX) is the redistribution of soil constituents as a result of 

the activity of biota in the soil. Studies have shown that biological mixing can be significant in 

systems where the soil is only infrequently disturbed. In general, as a management system shifts from 

conventional tillage to conservation tillage to no-till there will be an increase in biological mixing. 

The efficiency of biological mixing is defined by the user and is conceptually the same as the mixing 

efficiency of a tillage implement. The redistribution of nutrients by biological mixing is calculated 

using the same methodology as that used for a tillage operation. If no value for BIOMIX is entered, 

the model will set BIOMIX = 0.20. 

The mixing efficiency of tillage operation (EFFMIX) specifies the fraction of materials (residue, 

nutrients and pesticides) on the soil surface which are mixed uniformly throughout the soil depth of 

mixing caused by the tillage operation (DEPTIL). The remaining fraction of residue and nutrients is 

left in the original location (soil surface or layer). 

Initial SCS runoff curve number for moisture condition II (CN2) is a function of the soil’s 

permeability, land use and antecedent soil water. CN2 may be updated in plant, tillage, harvest and 

kill operations.  

USLE equation support practice factor (USLE_P) is defined as the ratio of soil loss with a 

specific support practice to the corresponding loss with up-and-down slope culture. Support practices 

include contour tillage, strip cropping on the contour, and terrace systems (Neitsch et al., 2005).  
 

 

Results and Discussion 

 



 Climatic Characteristics of the 30 Years Simulated Period 

 

Simulated rainfall (PREC), potential evapotranspiration (PET) and evapotranspiration (ET) over 

the simulated period are presented in Figure 1. Annual rainfall ranged between 1145 and 2196 mm 

year−1 with a median and standard deviation of 1686 and 257 mm, respectively.  
 

 
Figure 2 – Simulated rainfall, potential evapotranspiration and evapotranspiration over the thirty years 

period.  

 

Land use change and crop management scenarios 

After calibration and verification of SWAT model for stream flow (Bonumá et al., 2013), 

sediments (Bonumá et al., 2012) and phosphorus (Bonumá, 2011) different management scenarios 

were simulated in Arroio Lino watershed.  

Three different management systems were considered for the generation of these scenarios: 

conventional tillage (CT), minimum tillage or conservation tillage (MT) and no-tillage cultivation 

(NT). The model output parameters investigated are surface runoff, baseflow, total water yield, total 

sediment loading, organic phosphorus, soluble phosphorus, and total phosphorus. Tables 1, 2 and 3 

list the schedule management operations and table 4 lists the tillage treatments parameters. 



 

Table 1 - Schedule management operations for conventional tillage (CT). 

 

Table 2 - Schedule management operations for minimum tillage (MT). 

 

Table 3 - Schedule management operations for no-tillage cultivation (NT). 



 

Table 4 - Schedule management operations. 

 

DEPTIL = Depth of mixing caused by the tillage operation; EFFMIX = Mixing efficiency of tillage operation; BIOMIX = 
Biological mixing efficiency; OV_N = Manning's "n" value for overland flow; CN2 = Initial SCS runoff curve number for 
moisture condition II; a Pellegrini (2006); b Neitsch et al., (2005); c Behera and Panda, (2006); d Ullrich and Volk, (2009). 

 

Effect of tillage and fertilizer on runoff, sediment and on nutrient losses 

 

Figure 3 illustrate the percentage deviation of modeling results regarding to application of 

management scenarios on water balance components, nutrients and sediment loading. In general the 

largest differences were between conventional tillage scenarios and no-tillage scenarios. 

The surface runoff (SR) decreased when changing from conventional tillage to minimum tillage 

(CT-MT), minimum tillage to no tillage (MT-NT) and conventional tillage to no tillage (CT-NT). 

However, the baseflow (BF) increased when decreasing tillage intensity following almost the same 

order of magnitude that the increase in surface flow. Hence, the percentage deviation in the water 

yield (WY) is only 6% due to change from conventional tillage to no-tillage management practice. 



The highest decrease in sediment yield (SY) was between conventional tillage scenarios and no-

tillage scenarios (CT-NT, 66%), followed by conventional tillage to no tillage (CT-MT, 39%) and 

minimum tillage to no tillage (MT-NT, 28%). Pellegrini (2006) analyzing different management 

scenarios in plot field scale in Arroio Lino watershed found the same range of variation. 

In relation to the soluble phosphorus (Psol), organic phosphorus (Porg) and total phosphorus 

(Ptot) loads the major change was due to the decrease (-50%) in the fertilizer rate application (CT-

NT) than due to the change in management practices (MT-NT and CT-MT). Lessening the P rate by 

50% in tobacco fields decreased mean P annual loads by 60%. 

 

 
Figure 3 – Percentage deviation of modeling results regarding to application of management scenarios 

on water balance components, nutrients and sediment loading.  
 

 

 

 



Conclusion 

Three different management scenarios were tested in the Arroio Lino watershed, in Southern 

Brazil using the calibrated SWAT model were tested over a 30 years simulated period.  

The scenarios were conventional tillage (CT), minimum tillage or conservation tillage (MT) and 

no-tillage cultivation (NT) with reduction of 50% of fertilizer rate application. The results suggested 

that decreasing tillage intensity resulted in an increase of baseflow while surface runoff and total 

water yield decreased. At the same time sediment and phosphorus loads decreased regarding to the 

decrease of overland flow and soil erosion. 

Data generated with this study, along with the existing ones, support the idea that conventional 

tillage practices need to be replaced by less intensive tillage practices in order to minimize the 

sediment yield and phosphorus losses in order to minimize social environmental impacts caused by a 

particular usage of the land.  
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Abstract 
 
Soil erosion is recognized as the major cause of land degradation in Mediterranean and 
semiarid environments. The present work shows the results of the application of SWAT 
(ArcSWAT 2009.93.5) to model soil erosion in a small ungaged catchment (46 ha) located 
in the Anoia-Penedés region (NE Spain). This area belongs to the Penedès Tertiary 
Depression, where unconsolidated materials (marls) outcrop. The main agricultural uses 
are rainfed vines, herbaceous crops (winter barley) and olive trees. The main data sources 
to run SWAT were the detailed Soil Map of Catalonia, a 5 m resolution DEM and land use / 
vegetation maps derived from orthophotos taken in 2010. The model was calibrated and 
validated using field data (soil water content and runoff samples) collected at different 
subbasins. The model was run for the period 2000-2012, which includes years with 
different climatic characteristics. Precipitation ranged between 329 mm and 785 mm, 
runoff rates ranged between 4 and 20% and average annual soil losses ranged between 2 
and 14 Mg/ha, with clear differences between hydrological response units depending on 
soil characteristics and land management. The highest values correspond to areas located 
near the catchment outlet, where soils were more affected by land levelling operations.  
 
Keywords: soil loss, runoff rates, vineyards, Mediterranean climate, small catchment. 



Introduction 

In Mediterranean areas, factors such as climate, topography, soil characteristics, land use 
change and intensive agricultural practices have turned soil erosion into the major cause 
of land degradation (Cerdà, 2009; García-Ruíz and López-Bermúdez, 2009). The Anoia-
Penedès region, located Northeastern Spain, with main crop of vineyards, is a particular 
example of the effects of the intensive erosion processes recorded in the Mediterranean 
Spain (Martínez-Casasnovas et al., 2002; 2005). In this region, the coincidence of frequent 
high intensity rainfall events, high erodible soil parent materials (marls and 
unconsolidated sandstones) and the extensive vineyard cropping, conditioned by land use 
changes and abandonment of traditional soil conservation measures, have accelerated the 
erosion processes (Ramos and Martínez-Casasnovas 2009, 2010). In addition, vines 
cultivated in the area without soil cover due to water restrictions, is one of the land uses 
that more favor erosion processes (Kosmas et al., 2004). 
 
In this area, erosion in vineyards has been analysed at plot scale. However, in order to 
have a wider view of the problem and to know the exact impact of that land use in soil 
losses the catchment scale should be analysed. According to several authors, the 
monitoring of erosion and water quality variables should be studied within the context of 
the characteristics and particularities of the broad area in which these activities take place 
(Zalidis et al., 2002), being best approached in small sized watersheds (0.5–2.0 km2) (Casalí 
et al., 2008) as model areas to be later up-scaled to larger watersheds.  
 
Different models have been used by many researchers to predict soil erosion and 
sediment transport, and to assess the impacts of land use, management practices and 
changes in land cover on water resource and non-point source pollution problems. The 
selection of the model depends on the final objective, the existing information to run and 
calibrate the model and on the uncertainty in interpreting the results. Among them, in this 
work the Soil and Water Assessment Tool (SWAT), widely used to predict the impact of 
management on water, sediment yield and agricultural chemical exportation in basins at 
different scales (Akhavan et al., 2010; Behera and Panda, 2006; Gitau et al., 2008; Gikas et 
al., 2006, Jayakrishnan et al., 2005; Lam et al., 2010; Lee et al., 2010; Roebeling et al., 
2011).  Nevertheless, there are few works in which SWAT has been applied to small 
agricultural basins (about 50-100 ha) with very detail input data. 
 
In this respect, the aim of this research was to analyse the suitability of using SWAT for a 
small ungaged agricultural basin in the Mediterranean area, which due to soil and climate 
characteristics and land use and management, is prone to erosion. Runoff and erosion 
responses were modelled at basin scale, taking into account the effect of land use and soil 
properties on erosion processes in the different subbasins. Very detailed of soil 
information was used in this study. Given the lack of a gauging station in the basin, the 
model was calibrated using runoff and erosion samples and soil water content data 
measured in different subbasins, which also constitutes a novelty as SWAT calibration 
methodology.  



Material and methods 

Study area 
The study area is located in the Anoia region, about 40 km northwest of Barcelona 
(1.769722 E, 41.53111 N, 340 m.a.s.l.). A small basin of 0.46 km2 was selected for this 
study (Figure 1). The main land use in the area is vineyards, which has a long tradition of 
vine cultivation under the Penedès Designation of Origin (DO). Other crops like olive trees, 
alfalfa, winter barley, winter pasture and ranges are also found in the basin. The rest of 
the land is occupied by urban areas and transportation routes (paved and un-paved 
roads).  
 
The soils are on alluvial deposits from the Pleistocene, which cover a substratum of 
Miocene marls, sandstones and unconsolidated conglomerates. A high percentage of 
coarse elements of metamorphic origin are present. According to the soil map (1:25,000) 
of the Penedès region (DAR, 2008), the most frequent soils in the basin are classified as 
Typic Xerorthents and Fluventic Haploxerepts. The basin drains into a gully system, which 
is also a characteristic of the landscape of the region where the basin is located (Martínez-
Casasnovas et al., 2009).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Location of the study area. 
 
SWAT input data 
Soil and topographic characteristics 
A detailed scale soil map (1:25,000) (DAR 2008) was used as input data for the model. 
Additional top soil properties of, such as soil particle distribution, bulk density, organic 
carbon, water retention capacity at saturation -33 kPa and -1500 kPa and the infiltration 
capacity were obtained in 40 sample points of the basin. The selection of these points was 



based on the multi-spectral response of soils in a false colour composite WorldView-2 
image acquired in July 2010.  The soil erodibility factor (K USLE factor) was also computed 
for each soil unit, as required by SWAT, using the equation proposed by Wischmeier and 
Smith (1971).    
 
Table 1 shows the summary statistics of soil properties in the study basin. Most soils had 
loamy or loamy-sandy texture, with an average percentage of coarse elements ranging 
between 9.8 and 28.4% in the top horizon. The organic matter content was relatively low, 
ranging between 0.9 and 2.3%. The available water capacity ranged between 7.7 and 12.2 
mm and the steady infiltration rate ranged between 8.0 and 29.5 mm h-1. Some soils in 
the basin were very erodible, with K-factors up to 0.055 Mg h MJ-1mm-1 (ranging between 
0.033 to 0.055). Soil depth ranged between 80 and 110 cm and all the soils sampled did 
not present redox depletions, indicating a good circulation of drainage water in the 
profile.  
 
A 1m-resolution digital elevation model of the study area, generated from a low altitude 
photogrammetric aerial survey carried out in 2010, was also used. The definition of the 
SWAT hydrological response units (HRU) were done by considering the slope intervals of 
0-2, 2-5, 5-10, 10-15 and > 15%. Thirty-four sub-basins and 1180 hydrological response 
units (HRU) were defined within the study basin. The average HRU extension was 1.88 ha. 
 
Table 1. Summary statistics of soil properties of the most representative soils in the study 
basin: percentage in the basin, root depth, texture fraction (clay, silt, sand- USDA), coarse 
elements, bulk density (BD), available water capacity (AWC), electrical conductivity (EC); 
steady infiltration rate (StIR); K-erodibility USLE factor (K-factor), organic carbon (OC). 
 

Soil  S1 S2 S5 S4 S5 
Perc.Basin (%) 14.18 12.45 11.93 8.97 8.35 
Root depth (cm) 800 1000 1670 1000 800 
Clay (%) 20+2 13.4+7 20.1+7 20+7 19.3+3 
Silt (%) 37+3 40+2 43.5+3 30+1 27.4+3 
Sand (%) 43+1 41+10 36.4+10 50+7 53.3+9 
Coarse elem.  (%) 25+2 44+8 23.6+5 25+4 17.5+1 
BD (kg m-3) 1586+73 1638+160 1350+22 1750+320 1900+310 
AWC  (mm) 10.8±0.6 13.7 ±0.5 10.8 ±1.1 9.6 ±1.0 8.0±0.5 
EC (dS m-1 ) 0.14+0.01 0.10+0.01 0.14+0.01 0.10+0.01 0.16+0.01 
StIR (mm h-1) 27.3+2.3 8.2+1.2 11.5+1.6 12.0+2.0 9.5+1.0 
USLE K–factor 
(Mg h MJ-1mm-1) 

0.43+0.08 0.48+0.07 0.42+0.07 0.38+0.06 0.38+0.05 

OC (%) 0.70+0.30 0.41+0.18 0.90+0.2 0.81+0.13 0.75+0.12 
 
Land use and crop characteristics  
A land use map was created after ortho-rectification of 2010 aerial photos at 1:3,000 scale 
and field work. The main land use in the basin was vines, which occupied 62.87% of its 
surface area. Other crops present in the basin were: olive trees (4.79%), alfalfa (8.47%), 



winter barley (9.45%), winter pasture (1.49%) and scrub (3.59%). The rest of the area, 
about 9.34%, were urban areas and (paved and un-paved) roads and tracks (Figure 2). 
Crop parameters were taken from the SWAT data base and updated with information 
existing for the study area for biomass P and N concentrations, crop fertilization and 
tillage operations for each land use. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. Land use and subbasins in the study basin. 

 
Table 2 shows the values of the parameters used in the model. The curve number (CN2), 
the saturated hydraulic conductivity (SOL_K), and some parameters related to 
groundwater (GW_REVAP: Groundwater ‘revap’ coefficient; GW_DELAY: Groundwater 
delay (days) and REVAPMIN: Threshold depth of water in the shallow aquifer required for 
“revap” to occur were among the most sensible parameters. Additionally, the ESCO (Soil 
evaporation compensation factor) and the EPCO (Plant evaporation compensation factor) 
were also adjusted.  
 
Climatic data 
Daily climatic information was taken from the Els Hostalest de Pierola observatory, which 
belongs to the Servei Meteorològic de Catalunya (1.809 E; 41.5328 N, 316 m.a.s.l.). That 
observatory is located 2.5 km far away from the basin. The daily data, as well as the 
average values of a 15-year series (1998-2012) of temperatures (maximum and minimum), 
precipitation, solar radiation, relative humidity and wind velocity, were input to run the 
model. Additionally, precipitation was recorded in the basin at 1-min interval in order to 
know the detailed rainfall intensity. This information together with the steady infiltration 
rates were used to calculate runoff rates. 
 



Model calibration and validation 
A sensitivity analysis was conducted to identify and rank the parameters that affect the 
response of the model and the rate of change of its output with respect to changes in its 
inputs. This analysis was carried out using different series, covering different periods 
within the available data (1998-2009).   
 
Calibration was carried out following a heuristic approach, adjusting the selected 
parameters, one parameter at a time, until the statistical calibration criteria were met. 
Calibration was carried out for the period May 1st, 2010 – April 30th, 2011, which 
included events with different characteristics (depth and intensity), as well as long dry 
periods and periods of high intensity rainfall.  
 
The model was individually calibrated for two different subbasins SB1 and SB2 (Figure 2), 
but trying to fit the parameters in order to obtain the best results for both sub-basins 
considered together and at the same time. The control parameters were: crop 
evapotranspiration, soil water content, runoff rates and soil loss due to runoff. 
Evapotranspiration was estimated in the SWAT using the Hargreaves equation. As 
vineyards were the main land use in the basin, and particularly within the selected sub-
basins, the evapotranspiration estimated by the model was compared with values 
obtained using the ETo obtained from Els Hostalets de Pierola meteorological station and 
the crop coefficients proposed by Allen et al. (1998). The ESCO (evaporation 
compensation factor) and EPCO (plant uptake compensation factor) coefficients were also 
adjusted to find the best fit between simulated and estimated evaporation data. 
 
The soil water content data for profiles of the two sample sub-basins were acquired using 
soil moisture TFR probes (Decagon), which were installed at different depths (10-30, 30-
50, 50-70 and 70-90 cm) in two sub-basins SB1 and SB2 (Figure 2). Measurements were 
recorded every 4h and then daily averaged. The probes were calibrated by comparison 
with soil water contents measured by gravimetry.  
 
Runoff rates, calculated taking into account the steady infiltration rates, sealing and 
antecedent soil moisture, were estimated and compared with the surface runoff 
simulated by the model. Soil loss was estimated for the same events using the sediment 
concentration in runoff collected in the same subbasins.  
 
Validation was carried out for the period May 1st 2011- May 15th 2012 using field 
measurements for soil water content, rainfall and runoff. Model performance in both 
cases, calibration and validation periods was defined based on three statistical methods: 
the Nash–Sutcliff efficiency (NSE; Nash and Sutcliffe, 1970), the percent bias (PBIAS, %; 
Gupta et al., 1999) and the ratio of the root mean square error to standard deviation 
(RSR).  
 



Results  
Table 2 shows the values of the parameters used in the model. The curve number (CN2), 
the saturated hydraulic conductivity (SOL_K), and some parameters related to 
groundwater (GW_REVAP: Groundwater ‘revap’ coefficient; GW_DELAY: Groundwater 
delay (days) and REVAPMIN: Threshold depth of water in the shallow aquifer required for 
“revap” to occur were among the most sensible parameters. Additionally, the ESCO (Soil 
evaporation compensation factor) and the EPCO (Plant evaporation compensation factor) 
were also adjusted.  
 
Model sensibility, calibration and validation 
Table 3 shows the statistics of calibration and validation for soil water, runoff and soil loss. 
For soil loss, during the calibration period, the RSR statistics were 0.488 and 0.677, 
respectively for SB1 and SB2; the PBIAS was -1.75 and 2.68% and the NSE was 0.687 for 
both sub-basins. The NSE was of the same order as those observed by Narasimhan et al. 
(2005), and the RSRs were similar to those observed by MinXing et al. (2010) for soil 
moisture analysis. For runoff rates the fits was slightly better for SB1 than for SB2 
according to RSR, but not according to the other two statistics (PBIAS and NSE). For soil 
loss, however, the agreement between simulated and measured soil loss was better for 
SB2 than for SB1, according to RSR and NSE, but was poorer according to PBIAS. 
 
Table 2. Final values of sensitive parameters used for modeling runoff and soil loss 

Parameter Description  
 

value 
 

1- ESCO: Soil evaporation compensation factor  
2- CN2 _SCS runoff curve number for moisture condition II                        
 
3- EPCO Plant evaporation compensation factor  
4- GW_REVAP Groundwater ‘revap’ coefficient  
5- GW_DELAY  Groundwater delay (days)  
6- REVAPMIN Threshold depth of water in the shallow aquifer required for 
“revap” to occur (mm)  
7- Sol_K Soil conductivity (mm h–1)  
8- Ch_K2 Effective hydraulic conductivity in main channel alluvium (mm h–1)  
9- CH_N Manning coefficient for channel  
10-GWQMN Threshold depth of water in shallow aquifer required for return 
flow to occur (mm)  
11- Alpha_Bf Baseflow Alpha factor (days)  

0.9 
72-79 agric. 
92-96 urban 
0.9 
0.15  
14 
10 
 
10 
0.045 
0.020 
1000 
 
0.05 

             
Following the criteria provided by Moriasi et al. (2007) for runoff and sediment, this first 
calibration analysis could be considered satisfactory, particularly considering that the 
analysis was carried out using daily data. Suitable runoff rates and reasonably good soil 
loss predictions were obtained for most situations, but less satisfactory results when 
extreme events or high intensity, short duration, rainfall events occur.         
                                                                                                                                                                                                                                                                                                                                                                                                                                           



Table 3. Statistics of the comparisons between simulated and measured data during 
calibration and validation periods  

 RSR    PBIAS 
% 

NSE  RSR    PBIAS 
% 

NSE  

 calibration validation 
Soil water SB1 
Soil water SB2 

0.488 
0.670 

-1.752 
2.684 

0.687 
0.687 

0.444 
0.742 

0.329 
2.249 

0.862 
0.852 

Runoff rates SB1  
Runoff rates SB2 

0.381 
0.421 

-16.333 
-16.200 

0.885 
0.637 

0.528 
0.384 

-13.823 
-8.964 

0.817 
0.881 

Soil loss SB1 
Soil loss SB2 

0.517 
0.139 

-15.791 
-28.701 

0.663 
0.331 

0.714 
0.281 

8.627 
23.120 

0.714 
0.910 

 
 
Soil loss and runoff losses under different rainfall patterns  
The analysed period included years with different total amount of rainfall and different 
rainfall distributions throughout the year. Table 4 summaries the total precipitation 
recorded for the period 2000-2012 and the water and sediment yield predicted by the 
model for those years.  
 
Table 4: summary of results obtained with the model during the period 2000-2012 
Year 
 

P 
(mm) 

SurQ 
(mm) 

LatQ 
(mm) 

GwQ 
(mm) 

Percol 
(mm) 

ET 
(mm) 

Water yield 
(mm) 

Sed yield 
(Mgha-1) 

2000 491.2 28.4 4.0 30.2 85.2 372.0 64.0 1.28 
2001 447.8 28.3 5.1 93.9 99.5 353.7 124.7 1.37 
2002 612.6 82.6 6.3 126.7 160.5 412.6 202.9 6.56 
2003 496.0 67.7 5.4 114.7 126.9 354.7 174.2 5.99 
2004 785.5 84.2 6.2 129.2 116.7 603.8 175.2 5.55 
2005 365.0 15.1 3.3 44.0 67.7 323.5 61.5 0.19 
2006 329.8 60.1 3.2 68.9 62.2 303.6 129.1 4.41 
2007 548.0 37.7 5.5 74.7 107.6 386.8 127.5 1.63 
2008 751.5 112.2 7.1 152.7 207.7 424.2 274.1 7.54 
2009 541.9 93.5 5.4 108.7 83.0 432.9 196.6 7.33 
2010 729.4 105.9 7.4 159.0 191.2 447.1 271.6 13.9 
2011 655.7 119.3 7.4 184.4 207.1 384.9 288.6  9.8 
2012 510.7 40.62 5.77 98.33 133.59 331.6 168.47 1.63 
 
Precipitation ranged between 329.8 mm and 785.5 mm. Runoff rates ranged between 4.2 
and 21.5% of rainfall and represented between 21 and 55% of water yield. Due to soil 
characteristics a significant amount of rainfall infiltrate and moved as lateral flow, which 
represented about 50% of water yield, on average. This result was confirmed with soil 
moisture measurements at different points in the catchment and with subsurface water 
flow in a point close to the catchment outlet, where water flows during all year with a 
near constant rate. Sediment yield depended on rainfall amounts, ranging between less 
than 1 Mg ha-1 and up to 13.9 Mg ha-1.  These high erosion rates, in several years higher 



than the soil tolerance limits  (between 7 and 11 Mg ha-1) proposed by different authors  
(Schertz, 1983, Centeri et al., 2001, Terrence et al., 2002), may be justified  by the 
management practices used in the area, which include bare soil and frequent tillage 
throughout the crop cycle. Within the basin, however, differences may be found between 
subbasins due to the influence of soil properties and slope degree on parameters such as 
water runoff and sediment yield. Within the basin, the highest erosion rates were 
recorded near the outlet, where the slope degree was one of the highest and the 
infiltration capacity of the soils was the lowest.   
 
Figure 3 shows the spatial variability of soil losses produced in the basin on average 
(average form 2000-2012), and for two contrasted years: a very wet year (2008) and a dry 
year (2006). It can be observed that the highest erosion rates were produced near the 
basin outlet. In that area, not only the slope was higher but it was the area where the 
basin had been severely disturbed by land leveling operations before vineyard 
establishment.  Although on average in the basin, the erosion rates may be considered an 
in rank of moderate soil loss (5–10 Mg ha-1 yr-1), in the areas near the outlet the it could 
be considered in the rank of high erosion (10–20 Mg ha−1 yr-1), very high (20– 40 Mg ha−1 
yr-1) and severe (40–80 Mg ha−1 yr-1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Average annual soil losses  (2002-2012) and soil losses for two contrasted years: 
2008 (very wet year) and 2006 (dry year). 



Conclusions 

The present work is a contribution to the application of SWAT in agricultural areas with 
Mediterranean climate. This application refers to the use of the model to predict soil and 
water losses in small ungaged basin with vines as the main land use. The use of soil 
moisture data and runoff and samples collected at different points within the basin 
allowed to adjust and calibrate the model to the study conditions. In addition, the detail 
information of soil allowed a better understanding of the processes occurring in the basin. 
At very detail scale of analysis, SWAT showed an agreement between measured and 
simulated soil water content. Runoff rates and soil losses predicted by the model were in 
agreement with the soil loss estimated by combining runoff rates and sediment 
concentration in runoff on average conditions, with PBIAS less or about 16% in the 
validation analysis for both runoff and soil loss in one the subbasin located at mid slope 
and up to 23% in the areas were erosion was the highest. The greatest differences existed 
when extreme rainfall events of high intensity and short duration occurred, which are not 
well detected in the daily scale analysis. This result also shows the high variability in soil 
and water losses that can occur in the basin, in several cases higher than the soil tolerance 
levels. These results point out the need of establishing some soil conservation measures in 
the basin, that could reduce soil erosion processes and contribute to increase available 
water for  the crops.  
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Abstract 
This study aims to investigate the enhanced accessibility and scalability of the SWAT-DEG model 
deployed as a cloud service. Frequent monitoring of hydrologic processes and simulation modeling 
on short (i.e., sub-daily) time steps are essential tools for effective stream rehabilitation and 
restoration on first and second order streams with drainage areas less than 20 square kilometers. 
The SWAT-DEG model was developed to assess how changes in climate and land use beget 
changes in watershed processes such as runoff, sheet and rill erosion, channel geomorphology and 
sedimentation. Deployment of the model on a user-friendly and scalable web-platform enables a 
broader population of watershed planners and decision makers to account for urban development, 
climatic variability and change, and other human activities in the planning process. The 
environmental Risk Assessment and Management System (eRAMS) was used to facilitate collection 
and organization of geospatial data, scenario assessment and visualization, and uncertainty 
analysis. The platform, eRAMS, is operating system independent and deployable on desktop or 
mobile devices. Implications for application performance and resource requirements (CPU, disk, and 
network) resulting from multi-tier applications of SWAT-DEG as a cloud service are discussed. 
 
 
Keywords: SWAT, watershed modeling, stream restoration, stream rehabilitation, scalability, 
accessibility, cloud, eRAMS, SWAT-DEG, channel stability



Introduction 
River stabilization is a rapidly growing business, with an exponential increase of river 

restoration projects within the last decade of the United States. In fact, the United States spent on 
average > $1 billion a year for small and midsize projects alone (Bernhardt et al., 2005). High 
priority goals in river restoration projects are typically riparian management as shown by the 
national database stating that the top three project intents are water quality (27%), riparian 
management (26.5%), and bank stabilization (12%) (Bernhardt et al. 2007) (Fig 1). However, 
despite the increase in river restoration projects, appeasing the stakeholders to maintain and 
gather resources for a given project is incredibly hard and ultimately very expensive. (Kondolf et 
al., 2007).  

Channel stability is a complicated subject and there is a lack of tools to assist both 
consulting engineers and stakeholders to a better understanding of river geomorphologic 
processes. Models such as SWAT-DEG can provide insight and visualizations of such processes. 
Recent advances in web-based deployment and cloud computing allows SWAT-DEG’s users to 
maximize time and minimize resources spent on a given project. As a result, SWAT-DEG 
becomes more accessible and scalable. 

Engineers spend countless hours battling software installation, version control, and 
computer administration privileges before analyzing or furthering any project endeavors. SWAT-
DEG avoids this by utilizing the internet, through www.eRAMS.com as a host. SWAT-DEG is 
now globally accessible with the added bonus of an online GIS-style interface. Using the internet 
or using your desktop both consumes your physical computer’s resources, which does not allow 
the user to maximize his/her time. Thus, SWAT-DEG utilizes Cloud Services Innovation 
Platform (CSIP) (Lloyd et al., 2012), via www.eRAMS.com, to enable parallel computing and to 
eliminate using your physical computer’s resources.  

SWAT-DEG 
SWAT-DEG is a modified version of SWAT (Arnold et al., 1998) that simulates stream 

down-cutting and widening and allows analysis of flow duration curves and cumulative stream 
power (Figure 1) (Allen et al., 1999). SWAT-DEG allows three variables to vary: bankfull depth, 
width, and slope, under a continuous simulation of discharge over a long period of time (50+ 
years) (Allen et al., 2008). SWAT-DEG’s role in assessing stability of urban streams and more 
information on SWAT-DEG’s methodology is outlined in Allen and others (2008). Simulating 
channel’s down-cutting and widening allows for preparation of future costs (grade control ) or 
allows prescription of necessary setbacks from the river corridor to protect public and private 
infrastructure. In addition, the ability to predict changes in channel morphology allow 
stakeholders to illustrate potential future changes in the river which should enhance support for 
funding on river restoration/rehabilitation projects.  

The flow duration curve uses historical data to determine the percent of time a stream 
discharge value has been met or exceeded. The flow duration curve can then be used to derive a 
load duration curve from which Total Maximum Daily Loads (TMDL) can be derived (EPA, 
2007). The advantage of SWAT-DEG over regression based FDC’s is it can assess changes in 
watershed land use and or climate and therefore be used to anticipate future flow characteristics 
in urbanizing areas which in turn impact the channel’s  effective discharge and hyporheic 
processes (SWAT-DEG models low flow utilizing baseflow recession analysis). The sub-daily 



time-step allows modeling bed material transport processes that daily time-step flow durations 
cannot address on smaller watersheds. 

 

 
Figure 1: SWAT-DEG’s output for stream assessment. 

Web-based Deployment 
Web-based implementation of SWAT-DEG provides benefits in several ways: 1.) 

enabling analysis with any device connected to the internet, 2.) minimizing desktop software, 3.) 
minimizing the time needed to gather input data, 4.) ability to demonstrate inputs and outputs to 
any stakeholder with internet access, 5.) provide a better comprehensive solution to the current 
project.  

Any current browser (i.e. Firefox, Chrome, Safari) can access SWAT-DEG through the 
server Environmental Risk Analysis Management System (eRAMS) at www.eRAMS.com. Thus, 
the only software needed is a browser, and every web based device can utilize eRAMS’ server. 
Furthering the user’s benefits, eRAMS provides a centralized location for storing data, 
downloading data, and geospatial analysis (Figure 2). Downloadable databases include NCDC, 
USGS, SSURGO, STATSGO, STORET, and SNOTEL. Once the data is downloaded, the data 
can be stored for future reference, re-uploaded to eRAMS for use in different analytical models 
hosted by eRAMS, and manipulated via eRAMS’ GIS interface. 

http://www.erams.com/


Manipulation of GIS layers (raster, polyline, and polygon) and data extraction enhances 
SWAT-DEG’s convenience to the users. After obtaining the results of SWAT-DEG, two other 
options are available that aid in project completion: scenario analysis and graphing capabilities. 

After a project is established in SWAT-DEG, the user has the potential to manipulate the 
project to assess the impact of changes in climate and potential changes in the watershed’s 
properties. As a result, SWAT-DEG’s interface allows users to display the results in a readable 
and flexible format, via statistical analysis, timeseries, boxplots, and graphical analysis. If the 
outputs and graphing capabilities are not sufficient to make an informed decision, supplementary 
models, such as Complete Flow Analysis, Multi-Criteria Decision Analysis, Watershed 
Delineation Tool, Load Duration Curve, and Integrated Urban Water Management, are available 
on eRAMS.com. Thus, through the internet, the user has access to all the tools needed to deduce 
a solution that looks at both a broad and specific viewpoint upon the project. Unfortunately, 
running multiple applications consumes substantial central processing unit (CPU) resources; to 
circumvent this issue, eRAMS utilizes cloud computing via CSIP.  

 
Figure 2: Flow Chart of Environmental Risk Analysis Management System 

Cloud Deployment 
Currently, most engineering models, such as SWAT-DEG, are run one at a time and run 

for one simulation at a time. Cloud computing enables parallel model runs and running multiple 
simulations without consuming much of the user’s computer resources, relative to a desktop 
application (Figure 3). Cloud computing is a service oriented structure that enables models to 



exist on a server created by a cluster of hardware in another location (Lloyd et al., 2012). SWAT-
DEG and eRAMS utilize cloud computing through the infrastructure called Cloud Services 
Innovation Platform (CSIP) (Lloyd et al., 2012). CSIP takes inputs from the user and allocates all 
the model runs to different virtual machines (VM in Figure 3), on the eRAMS server, such that 
computation time is optimized. A virtual machine is essentially a virtual computer that read 
inputs, run the model, and returns outputs to the user. As such, all scenario runs and model 
iterations are on the eRAMS server rather than on a personal computer. When the model 
simulations are done, the user can use the interface to view and manipulate the results. In 
addition, if scenario analysis was utilized, the user can view and compare multiple scenarios 
against each other.  

Time and resource constraints are greatly diminished by the use of cloud computing, via 
eRAMS. The user can run as many models as desired to discover unknown and uncertain 
properties of the current problem being analyzed. In addition, the user can use the results as 
instructive teaching materials for stakeholders or novice engineers to better understand river 
geomorphological processes.

 
Figure 3: Cloud Services Innovation Platform (CSIP) interaction with a user. “VM” = 
Virtual Machine 

Future of SWAT-DEG 
SWAT-DEG will utilize CSIP, via eRAMS server, to decrease computational time for 

three modeling applications: 1.) running multiple deterministic runs, 2.) scenario analysis, 3.) 
uncertainty analysis for a given scenario (Figure 4).  



Doing multiple deterministic runs or scenario analysis simply requires multiple input 
files, which are automatically generated by SWAT-DEG’s interface. The only exception to 
automatic generation of input files is the input file containing climate data. After generating all 
necessary input files, SWAT-DEG will run in the background of the server while the user is free 
to do other work. After the user has established a scenario in SWAT-DEG, uncertainty analysis 
becomes an option.  

Uncertainty analysis, via Monte Carlo Sampling Method, requires thousands of iterations 
to produce adequate results. Compounding the number of iterations needed is the amount of 
uncertain variables within channel stability analysis. The user chooses which parameters and 
their corresponding distribution to run uncertainty analysis on. SWAT-DEG automatically 
generates all the input files and sends them to CSIP. CSIP will now disperse the input files to 
different virtual machines such that the computational time is minimized. The same concept of 
dispersing simulations to different virtual machines can be translated to any model. 

Any model, especially those that require a copious amount of runs or long computational 
times, can benefit from CSIP, via eRAMS. By deploying the models within CSIP the following 
benefits occur: 1.) minimization of the user’s CPU resources, 2.) maximization of the user’s 
time, 3.) maximization of simulations run. In addition, even if the benefits listed before are not 
applicable to a given model, the model should still exist in CSIP, since CSIP provides flexibility 
if the model’s capabilities expands and there are no consequences for the user placing the model 
into CSIP.  



 
Figure 4: Interaction between CSIP, eRAMS, and SWAT-DEG 

Conclusion 
 SWAT-DEG utilizes flow duration curves and simulation of widening and down-cutting 
to assist in channel stability evaluation. SWAT-DEG allows engineers and stakeholders to 
predict future costs, predict possible future events, teach river stability, and gain support and 
money for past, current, and future projects. SWAT-DEG, like any other model, usually requires 
installation and version control, but eRAMS eliminates both of these desktop limitations through 
CSIP. SWAT-DEG is now on the internet and is accessible to any user with internet access on 
any device. Model simulations require minimal use of the user’s CPU resources. Thus, the web-
based cloud deployment of SWAT-DEG frees the user’s device for other needs. 
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Abstract 
 
The 1D Integrated Critical Zone (1D-ICZ) Model links soil aggregate formation and soil structure to 
nutrient dynamics and biodiversity. The 1D-ICZ Model integrates models of: a) Flow and  transport 
(Hydrus 1D);  b) bioturbation; c) Chemical equilibrium, d) weathering (SAFE); e) C/N/P dynamics and 
soil structure, CAST; and f) Plant dynamics, PROSUM. The scientific advancement made through 
the development of the 1D-ICZ model is the rigorous simulation and quantification of the following 
soil functions: C, N and P sequestration in soils, simulated dynamically in relation to soil structure 
and organic matter protection; Biomass production, including effects of exudates and mycorrhizae on 
nutrient mobilisation and acquisition; C stocks in microorganisms, fungi and consumers, as an index 
of biodiversity; and Water transformations and filtration. To upscale the model to simulate 
catchments, we are using the hydrologic and geochemical model SWAT as a platform to incorporate 
the 1D-ICZ Model.  Once SWAT has simulated the hydrologic cycle of the basin, water fluxes and 
storages from the soil and shallow aquifer for each Hydrologic Response Unit (HRU) are routed to 
the 1D-ICZ to simulate the nutrient and soil structure dynamics of the watershed.  The SWAT-ICZ 
model can quantify the above soil functions at the catchment scale and will be used for Ecosystem 
Valuation analyses since it links inventory data to indicators representing critical soil functions. 
 
Keywords: critical zone, soil functions, soil structure, watershed modeling.  
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Introduction 
 
Soil structure has a strong influence on the physical, chemical and biological processes that take 
place within the soil. These processes have an influence on soil structure in return. Many of the 
feedbacks involved are described in literature and in more or less detailed process models, but 
the complex interactions among all the processes are rarely simulated. 
 
The overarching SoilTrEC project research aim is the assessment of physical, geochemical and 
biological structure of soil from first principles. It is hypothesized that changes of soil parameters 
and soil functions can be quantified through process models which couple soil dynamics with 
soil structure, carbon (C) turnover processes and biodiversity. There is a particular focus on the 
development of soil aggregates. A further research hypothesis is that soil has a life cycle, 
meaning that it evolves from the parent material through different stages of development, 
modified by land management which result in the degradation of soil functions and the 
development of new soil from the regolith. Finally, it is assumed that the description of soil 
structure and processes provides a basis for quantifying soil ecosystem services within the soil 
life cycle, and that an economic valuation of these services is possible. 
 
To test these hypotheses, a network of  four European Critical Zone Observatories (CZOs) was 
formed to study soil processes and transformations from plot to catchment scale. A key 
conceptual advance of SoilTrEC is considering the entire life cycle of soil from soil formation to 
soil degradation that results finally in the loss of soil functions.  
 
The 4 European CZOs represent key stages of soil development and degradation:  

• The BigLink field station is located in the chronosequence of the Damma Glacier 
forefield in alpine Switzerland; the site is established to study the initial stages of soil 
development on crystalline bedrock;  

• The Lysina Catchment in the Czech Republic with fairly productive soils managed for 
intensive forestry;  

• The Fuchsenbigl Field Station in Austria as an agricultural research site with highly 
productive alluvial soils managed as arable land;  

• The Koiliaris Catchment in Crete, a degraded Mediterranean region with heavily 
impacted soils during centuries through intensive grazing and farming, under severe risk 
of desertification. 

 
The objective of this manuscript is to provide a brief description of the Integrated Critical Zone 
(ICZ) Model and outline the procedure that will be used for upscaling. The aim is to develop a 
tractable and defensible mathematical model that links soil aggregate formation and soil structure 
to nutrient dynamics and biodiversity. The 1D-ICZ Model is a combination of four sub-models: 
 

• Flow, transport and Bioturbation model, HYDRUS  
• Chemical equilibrium model and the SAFE weathering module  
• C/N/P dynamics and structure model, CAST 
• Carbon and nutrient elements in vegetation, PROSUM  
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Model Description 
 
A brief description of the four sub-models included in the 1D-ICZ Model follows: 
 
• Flow, transport and bioturbation model, HYDRUS 1D - The flow and transport model 

makes use of the model code Hydrus-1D (Šimunek et al, 2009).The model simulates the flow 
of water as well as heat and solute transport. A bioturbation model has been included, based 
on the procedure developed in the SoilGen model. Within a certain time step the model 
assumes that fractions of the solid and aqueous components are mixed within a soil layer to 
represent bioturbation by soil fauna.  
 

• Chemical equilibrium model and weathering, SAFE - The chemical equilibrium model 
BRNS (Aquilera et al., 2005) was adapted to account for the effects of time-varying water 
saturation and exchange with the gas phase. The adapted code makes use of the SAFE 
chemical weathering module from ForSAFE (Wallman et al., 2005). The weathering 
components used within the weathering model are Ca2+, Na+, K+, Mg2+, Al3+, H4SiO4, PO4

3-. 
The chemical equilibrium constants used are obtained from PhreeqC (Parkhurst and Appelo, 
1999; Krám et al., 1999). The following components are used in the model: 

• Aqueous phase: Ca2+, Mg2+, Na+,  K+, H+, Al3+, Cl-, SO4
2-, HCO3

-, OH-,  F-,  A3-   
(organic anion), H2CO3, CaCO3(l), CaHCO3

+, CaOH+, CaSO4(l), MgCO3, 
MgHCO3

+, MgOH+, MgSO4, NaSO4
-, NaCO3

-, KSO4
-, Al(OH) 2+, Al(OH)2

+, 
Al(OH)3, Al(OH)4

-, AlF2+, AlF2
+, AlF3, AlF4

-, AlF5
2-, AlSO4

+, Al(SO4)2
 -, AlA, 

Al(HA) +, HA2-, H2A-, H3A, NH3 and NH4
+ 

• Cation exchange phase: X-Ca2+, X-Mg2+, X-Na+, X-K+, X-Al3+, Surface–O-, 
Surface-OH, Surface-OH2

+, Surface-OH2SO4
-. 

• Solid phase: CaCO3 (calcite), CaSO4 (gipsum), Al(OH)3 (Gibbsite) 

• Gaseous phase: CO2  and NH3 
 

• C/N/P dynamics and structure model, CAST - The knowledge obtained from the review of 
current literature was synthesized to develop the conceptual model of soil critical zone 
functions  (Nikolaidis and Bidoglio, 2013). In this conceptual framework, the transformations 
of organic matter have been linked with a dynamic model of soil aggregation/disaggregation, 
a simplified terrestrial ecology model that is comprised of mycorrhizal fungi, 
microorganisms (BIO pool), consumers and predators, and plant/root dynamics model. The 
representation of C pools with different turnover rates that is used in ROTH-C (Coleman and 
Jenkinson, 1999) was adapted to simulate the dynamics of C, N and P pools by using C:N:P 
ratios. The description of the CAST model has been presented in detail by Stamati et al., 
(2013). The HUM pool is enzymatically polymerized to produce light molecular weight 
organic nitrogen and phosphorous compounds which then are being mineralized to inorganic 
N and P. This model is driven by plant litter input and it is applicable to the top layer of the 
soil. Below the top layer, the input of OM is in the dissolved phase or obtained from root 
litter input and redistributed organic matter.  The CAST model and a simplified mechanistic 
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N and P model were developed, based on current knowledge of the proposed mechanism in 
the relative scientific literature (Stamati et al., 2013; Pohlert et al., 2005, 2007).   
 

• Plant dynamics model, PROSUM - PROSUM is a comparatively simple plant productivity 
module that was developed for inclusion in the 1D-ICZ model. The fixation of C by plants is 
a key process in soil formation. Plants affect soil in many ways, such as through the addition 
of leaf and root litter; by weathering, intercepting and recycling nutrient elements; by 
changing soil structure and water relations; and by providing energy for the soil microflora. 
Most commercial returns from land come directly or indirectly from plant products, and the 
management of vegetation has profound effects on soils. Thus a plant productivity module is 
an essential component of a model of soil processes and function that is usable for 
quantifying impacts on economic value. The PROSUM model is based on theoretical 
production ecology principles, and predicts the dynamics of key variables (e.g. above- and 
below-ground production of litter C and N; nutrient and water uptake) in response to key 
drivers (temperature; availability of light, water, CO2 and the nutrient elements N, P, Ca, Mg 
and K; grazing and management events), for the wide range of vegetation types covered by 
the CZOs. Nutrient limitation essentially follows a Liebig minimum-element approach, but 
the model incorporates current understanding (e.g. Elser et al. 2007, Rowe et al. 2008) that 
plants avoid single-element limitation in part by manipulating nutrient availability. 
Mycorrhizal effects on nutrient acquisition are incorporated into PROSUM on the basis of 
soil volume explored, and root exudate fluxes are calculated for use in the weathering 
component of the 1D transport model. 

 
All submodels are run by an overall main program. After initialization and reading the required 
input the main program runs the submodels sequentially using a mixed time-step algorithm. For 
the CAST, PROSUM, chemical weathering and bioturbation models, a fixed time-step of 1 
month is used. The model of water and solute flow and transport uses a variable time step. At the 
start of each month, the amounts of water and nutrient elements in each layer that are available 
for plant growth are calculated within the flow and transport model. Chemical weathering is 
added to the nutrient fluxes, and then interactions with organic matter are calculated by CAST, 
which can result in net mineralization or immobilization. The resultant nutrient fluxes are 
considered to be available for plant growth. Next, PROSUM calculates nutrient uptake and 
fluxes of C and nutrients to the soil in surface litter, root litter and exudates. At the end of the 
PROSUM calculation, the production and consumption rates of water and all solutes during the 
month are known. Then, a number of variable time-steps for the flow and transport model is 
performed until the time of 1 month has been simulated. The last time-step of the flow and 
transport model is adapted as necessary. Solute production and consumption rates are multiplied 
by the current time-step size,  and the water content and solute concentrations are updated 
accordingly. After each flow and transport model time-step, a chemical equilibrium model is run 
in order to determine the division of the chemical components between mobile (dissolved) and 
immobile (precipitated or adsorbed) phases. At the end of the month, the bioturbation model is 
run. Finally, the chemical concentrations are equilibrated again and the calculation continues 
with the next month. 
 
In order to upscale the model to simulate basins, we evaluated various modelling platforms and 
decided to utilize the hydrologic and geochemical model SWAT as the platform that will 
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incorporate the 1D-ICZ Model (Neitsch et al., 2002; Arnold et al., 1998; Baffault and Benson, 
2009; Debele et al., 2008).  Once the SWAT model has simulated the hydrologic cycle of the 
basin, the flows in and out from all layers of the unsaturated zone for each Hydrologic Response 
Unit (HRU) of SWAT will be routed to the 1D-ICZ to simulate the nutrient and soil structure 
dynamics of the watershed.   

 

Model Results 

The developed 1D reactive transport model code was tested on a soil profile of 1 m length with 
model layers of 1 cm thick for a simulation period of 1 year. The soil profile was a homogeneous 
sandy clay loam. The van Genuchten parameters that describe the dependence of the water 
pressure, the water saturation and the hydraulic conductivity were obtained from the soil catalog 
of Hydrus-1D: residual soil water content is 0.1; saturated soil water content is 0.39; the 
saturated hydraulic conductivity is 0.3144 [m day-1]; the pore connectivity parameter is 0.5. The 
parameters α and n in the soil water retention curve are 5.9 [m-1] and 1.48  respectively. At the 
top of the soil profile the precipitation, potential evaporation and the temperature were prescribed 
as boundary conditions. The lower boundary condition was chosen as a free drainage boundary 
condition.  Bioturbation was assumed for the upper 30 cm during the first month where 10% of 
the soil and solutes was mixed and redistributed. 
 
Figure 1 presents the vertical distribution of the solute concentrations at various times during the 
simulation.  The model simulated the water content, temperature, pH, 41 solute species, 
exchange reactions, weathering of K-feldspar and the solid phases of calcite, gypsum and 
gibbsite. A 1D reactive transport model was built and successfully applied on a simplified 
synthetic case study. The model code is flexible as it already combines a transport with a 
chemical equilibrium, weathering and bioturbation in one single model. 
 
The PROSUM model was set up to simulate growth of a plantation of spruce, Picea abies, at the 
Lysina Critical Zone Observatory. Climatic data were obtained from the Czech Geological 
Survey (Anna Lamacova, pers. com.). Nitrogen and phosphorus availability were set to give half 
of the maximum growth without any nutrient limitation, and Ca, Mg and K were assumed not to 
limit growth. The model was calibrated by adjusting litterfall rates, to reproduce stocks of leaf, 
wood and litter C observed in 2008 in a 36 year old stand: 3.0 t leaf C ha-1, 58.6 t wood C ha-1 
and 6.1 t root C ha-1 (Figure 2a) . The model was broadly able to reproduce observed stocks of N 
(Figure 2b).  The development over time of C pools in leaf, wood and root biomass as well as the 
distributions within the soil profile of roots and mycorrhizae, and of surface and below-ground 
litter inputs, were simulated.  Simulated growth (i.e. carbon fixation) in a given month is set 
according to the most-limiting resource. In the Lysina simulation, growth was limited by 
temperature from November to April, by phosphorus availability from May to August, by water 
availability in September, and by light availability in October. The PROSUM model was 
designed to cover a wide range of vegetation types and management practices.  
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Figure 1. Solute concentration profiles as function of depth at various times. 

The CAST model was used to simulate a change in a Greek agroecosystem from cultivated  to 
set-aside conditions for 35 years and then a return to cultivation with carbon additions at 10% of 
the set aside rates.  Figure 3 depicts the results of the simulation: a) the soil Water Stable 
Aggregate distribution; b) the soil organic carbon stock distribution in the various size 
aggregates.  The CAST model was able to capture both water stable aggregate distribution and 
the carbon content fractionation very well.  
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a)       b) 
Figure 2. Observed stocks in wood, leaf and root of: a) carbon, tonnes ha-1; and b) nitrogen, g m-

2, in a Picea abies stand at Lysina CZO, 38 years after planting in 1972, versus stocks as 
simulated by the PROSUM model. 
 
Litter fragmentation to coarse POM exhibited turnover times of 0.12 years in Greece. Litter 
fragmentation due to earthworms, nematodes and other small fauna is facilitated by coarser 
texture. The turnover time of fragmentation of coarse macro-aggregated POM was 3.5 years for 
the DPM pool and 17.7 years for the RPM pool. The turnover time for the litter and for non-
aggregated, decomposition-resistant POM was 5.8 years, while macro-aggregation resulted in 
doubling the protection period (11.8 years).  
 
Coarse decomposable plant material (DPM) contained in macro-aggregates turned over more than 
3 times more slowly (0.6 years) than non-aggregated coarse DPM (0.2 years). The fine DPM 
within both macro and micro aggregates exhibited 2 times slower turnover (1.2 years) compared 
to the relative coarse macro-aggregated POM. The turnover time of the silt-clay related C 
(humus) of micro-aggregates within macro-aggregates (841.8 years) was 1.5 times higher than the 
silt-clay sized aggregates within macro-aggregates (570.3 years). Finally, the calibrated turnover 
of the biomass carbon pools was the same in all fractions and estimated to be 2.9 years.  
 
The turnover time for macro-aggregation with no limiting factor was found to be 2.9 years. 
Similarly the micro-aggregation inside the macro-aggregates exhibited turnover time of 8.8 years. 
The macro-aggregates formed contained 30% C that was associated with the silt-clay fraction and 
30% C associated with the micro-aggregate fraction. The formed micro-aggregates inside the 
macro-aggregates exhibited 23.4% fine POM content. The soil system reaches a maximum 
macro-aggregation after about 7 years. The limiting factor for macro-aggregation is the 
availability of the silt-clay fraction. The sum of C related with the macro-aggregate fraction and 
the free coarse POM is stabilized to a steady-state C content. Macro-aggregate disruption takes 
place after this period from January to April presenting a consistent seasonal pattern. Total SOC 
after this period increases due to the increase of micro-aggregates, indicating that maximum 
physical protection capacity for SOM is determined by the maximum micro-aggregation, which is 
in turn, determined by clay content and type. Macro-aggregate destruction takes place when 
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macro-aggregates contain lower than 0.15% DPM. The CAST model provided a rigorous 
simulation and quantification of C and N sequestration in soils in a dynamic way by relating it to 
soil structure and C/N protection.   
 

a)  

b)  
 
Figure 3. Simulation of a change in a Greek agroecosystem from cultivated to set-aside (a form 
of fallow) conditions for 40 years and then return to cultivation with carbon application at 10% 
of the set aside condition.  The graphs depict: a) the soil Water Stable Aggregate distribution; b) 
the soil organic carbon stock distribution in the various size aggregates. 
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Conclusions 
 
The component modules used within the 1D-ICZ model were each developed with the aim of 
addressing key processes that are necessary for an integrated analysis of soil function. The 
scientific advancement made through the development of the 1D-ICZ model is the rigorous 
simulation and quantification of the following soil functions and ecosystem services: 
 

• C, N and P storage in soils, a fundamental soil function which is simulated dynamically, 
including relationships between soil structure and organic matter protection; 

• Biomass production including effects of mycorrhizae and exudates on nutrient 
acquisition; 

• Quantification of C in microorganisms, fungi and consumers, as an index of soil 
biodiversity; and 

• Water transformations and filtration and simulation of the weathering of base cations / 
nutrient elements. 

 
In order to upscale the model to basin scale, the hydrologic and geochemical model SWAT will 
be used as the platform that will incorporate the 1D-ICZ Model.  The combination of the 1D-ICZ 
model with SWAT further extends capacity to simulate soil function and ecosystem services 
through quantifying: 
 

• Erosion and sediment transport 
• Water regulation in floods and droughts 

 
The SWAT-ICZ model can be used to quantify the above soil functions and ecosystem services 
at the watershed scale.  The model provides an integral component of soil Life Cycle 
Assessments and Ecosystem Valuation Analyses since it can link inventory data to midpoint 
indicators of soil functions and services. 
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Abstract 

 

Assessment of ground water resources of an area which requires proper 
identification and mapping of geological structures, geomorphic features along with 
sound information regarding slope, drainage, lithology, soil as well as thickness of 
the weathered zones. GIS has been found to be one of the most powerful techniques 
in assessing the suitability of land based on the spatial variability of hydro geological 
parameters. GIS offers many tools to extract the information about the ground water 
prospect of an area by integrating information regarding geologic structures, 
geomorphology, soil, lithology, drainage, land use, vegetation etc. 

Gujarat is the seventh largest state of India, situating in the Western part of the 
country is largely an arid state for most of its part. In the hard rock terrain of Aravalli, 
ground water is the only source of water in the northern part of the Gujarat. Due to the 
combination of hard rock areas and the perched water table conditions occurring due 
to the occurrence of clay at very shallow depths in area of the Dharoi Command 
(RBC) in Mahesana District of the Gujarat state particularly in Kheralu Vadnagar, 
Visnagar and Unjha Talukas have water logging conditions. The objective of this work 
is to understand the hydrogeology of the terrain and its influence in ground water 
recharge and then to develop an appropriate ground water recharge -forecast model 
using Visual Modflow and SWAT and recharge capacity of injection wells is estimated 
by in study area to recharge the water from water logged area to the lower aquifer. 
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Introduction 

Assessment of ground water resources of an area requires proper identification and 

mapping of geological structures, geomorphic features along with sound information 

regarding slope, drainage, lithology, soil as well as thickness of the weathered zones. 

Amongst the latest available technologies, the remote sensing technique has acquired 

the supreme position over the conventional methods in studying the hydrogeology due to 

its synoptic view, repetitive coverage, and high ratio of benefit to cost and availability of 

data in different wavelength ranges of the electromagnetic spectrum. Through digital 

image processing of the remotely sensed satellite images, the controlling features of 

ground water can be identified accurately and thus the terrain can be classified properly 

in terms of ground water potentiality and prosperity. Geographic Information System 

(GIS) has been found to be one of the most powerful techniques in assessing the 

suitability of land based on the spatial variability of hydro geological parameters. GIS 

offers many tools to extract the information about the ground water prospect of an area 

by integrating information regarding geologic structures, geomorphology, soil, lithology, 

drainage, land use, vegetation etc. 

Gujarat is the seventh largest state of India, situating in the Western part of the country is 

largely an arid state for most of its part. In the mountainous hard rock terrain of Aravalli, 

ground water is the only source of water in the northern part of the Gujarat. A part of 

Northern command of Dharoi command area falls in hard rock areas while the lower and 

southern portion fall in alluvial areas. Due to the combination of hard rock areas and the 

perched water table conditions occurring due to the occurrence of clay at very shallow 

depths in area of the Dharoi Command (RBC) in Mahesana District of the Gujarat state 

particularly in Kheralu Vadnagar, 

Visnagar and Unjha Talukas have water 

logging conditions. The objective of this 

work is to understand the hydrogeology 

of the terrain and its influence in ground 

water recharge and then to develop an 

appropriate ground water recharge -

forecast model using Visual Modflow 

and Soil and Water Assessment Tool 

(SWAT). 

 

 



The study includes   

• Delineation the aerial extent of the perched aquifer 

• Study the geohydrological characteristics of perched and deeper aquifer system. 

• Quantify the ground water withdrawal and recharge input potential of layered 

aquifer system. 

• To develop a mathematical model of the area using Visual Modflow and SWAT 

Physiography 

The Study has a diverse landscape. It is characterized by hilly upland in the northeast, 

followed by piedmont zone with shallow alluvium and residual hills/inselbergs, and rolling 

to gently sloping vast Alluvial-Eolian plain.  

The elevation in the Study ranges from less than 95 meters in the south-western part, 

and 194 meters above mean sea level (AMSL) in the north-eastern part. The master 

slope is towards southwest. The higher elevations in the study are attained by hills in the 

northwest. The Degital Elevation Model and the study area is shown below. 

 

Major part of the Study area is underlain by post-Miocene alluvium and older sedimentary 

formations. These sediments mainly consist of fine to coarse-grained sand, gravel, silt, clay, 

clay stones, siltstones and grit. Thickness of alluvium gradually increases from piedmont 

zone in the northeast towards west and southwest. Maximum thickness of alluvium in the 

district is estimated to be about 550-600 m in the central part. 

Occurrence and Movement of Groundwater 

Ground water occurs both under phreatic and confined conditions in arenaceous horizons 

within sedimentary. The occurrence and movement of ground water is mainly controlled by 



inter-granular pore spaces. Two major aquifer units identified within the explored depth have 

been described in detail in the “Aquifer Systems”. 

Ground water is extensively developed by dug, dug-cum-bored and tube wells in areas 

underlain by alluvium. Depth of dug and dug-cum-bored wells ranges from 5 m to 65 m 

below ground water level whereas depth to water level, in general, varies from 10 to 20 m 

below ground water level. Deeper water table, between 20 and 32 m below ground water 

level, however, is observed in the central part, south of Saraswati river, and in the eastern 

part. In such areas, the dug section of the wells is generally dry and ground water is 

extracted directly from the bores and/or tube wells that generally tap deeper aquifers. Depth 

to water level in phreatic aquifer is shallow, less than 10 m, in command areas of Dharoi 

covering parts of Patan and Kheralu, Visnagar, Mahesana talukas. Also in entire south-

western part, where ground water is saline, water levels are shallow. In such areas dug wells 

are rare and/or located in or vicinity of ponds. Ground water development using dug wells 

and/or shallow bore wells in phreatic aquifer is limited because of salinity in major part, deep 

water levels and limited saturated water column and/or meager yields in some areas also to 

some extent presence of high yielding deep aquifers. Such areas are confined and localized 

in parts of Kheralu. The yield of wells is generally low to moderate and ranges from 200 to 

800 m3/day for 3 to 5 m drawdown. 

The tube wells are the main groundwater withdrawal structures in the district and range in 

depth from 60 to 350 m. Shallow tube wells (<100 m) are restricted to the alluvial area in the 

northeast, mainly in parts of Kheralu and Vijapur talukas. In the central, south-western and 

southern parts, deep tube wells tap one or more aquifers. The depth to piezometric surface 

of deep confined aquifers ranges from near surface in the south-western part to more than 

120 m bgl in the central part. 

The discharges of tube wells 

vary from 20 to 60 lps for 8 to 

13 m of drawdown. The 

average yield of a 250 m 

deep tube well is around 20 

lps. The transmissivity of 

deeper aquifer varies from 

300 to more than 1200 

m2/day. The panel diagram 

shown indicates the aquifer 

configuration in the area. 



Soil and Water Assessment Tool (SWAT) 

The SWAT Model is the latest software that is used to showcase the total water inflow and 
outflow from any watershed . It also indicates the sedimentation rates, the pollution rates on 
daily, monthly basis. But it requires very rigorous information on various parameters like 
Digital Elevation Model ( DEM), Land use and land cover map and soil map along with daily 
rainfall, temperature, relative humidity, wind velocity etc. The SWAT is used to estimate the 
total water balance of the area including surface flow, groundwater flow and 
evapotranspiration and Visual modflow is used to estimate the quantity of groundwater, its 
direction and the likely area of water logging.  

The study area includes a watershed consisting part of Rupen river basin, in Mehsan district, 
Gujarat, India,  which is shown below. The watershed is used for SWAT model and the outer 
boundary is used for Groundwater model development using Visual Modflow. The variation 
is as per requirement of the study. 

 

The results of SWAT analysis is shown 
below 

 

 

 

 

 

The details are given below. 



 

 

 

 

 

 

 

 

 

 

 

 

 

As seen from the above table, the groundwater recharge in the area is about 7.4 % of the 

total rainfall.  

Groundwater Model 

Considering average recharge factor from SWAT, the groundwater levels, aquifer 

parameters like conductivity and Specific yield  in the area, and other boundary conditions, 

the groundwater movement, the inflow and out flow from various aquifers has been 

estimated and demarkated  the water logged area from 0 to 5  m during  different seasons 

using Visual Modflow under  Non Steady State condition for 365 days running period with 

monthly recharge values with variable pumping rates  starting from July 1 during  Kharif, 

Rabi and summer. The results of the same are given below. 

Behaviour of water table contours 
The actual initial water table contours and 

estimated from the model are compared to see 

whether the model is working correctly. If they 

match, it can be safely assumed that the results 

would be reasonably accurate.  

It is seen that the estimated and actual initial water 

levels are compare very well.  

 

 

AVERAGE  ANNUAL BASIN VALUES 
  mm Percentage 

              PRECIP =   673.9   

              SURFACE RUNOFF Q =    167.57 24.87 
              LATERAL SOIL Q =    0.72 0.11 

              GROUNDWATER (SHAL AQ) Q =     43.32 6.43 

              GROUNDWATER (DEEP AQ) Q =  0 0.00 

              REVAP (SHAL AQ => SOIL/PLANTS) =    4.1 0.61 

              DEEP AQ RECHARGE =     2.49 0.37 

              TOTAL AQ RECHARGE =   49.86 7.40 

              TOTAL WATER YLD =   211.6 31.40 

              PERCOLATION OUT OF SOIL =    49.87 7.40 
              ET =     458.1   

              PET =    2351.8   

              TOTAL SEDIMENT LOADING T/Ha=    0.911   

Figure : Actual initial water levels and predicted water 
levels 



The model has been calibrated and it is found 

that the actual and observed water levels fall 

within the accepted levels of accuracy. 

 

 

 

 

The inflow and out flow from different aquifers  

The inflow and out flow from different aquifers is given below. It is seen that the second and 

third aquifer contribute to the total discharge in the area.There is no contribution for the 

deeper aquifer in the area. 

Inflow Outflow Net 

flow 

Zone 2 to 1 = 

870520 m^3/day 

Zone 1 to 2 = 855320 

m^3/day 

15200 

Zone 3 to 1 = 

432750 m^3/day 

Zone 1 to 3 = 351860 

m^3/day 

80890 

Zone 4 to 1 = 0 

m^3/day 

Zone 1 to 4 = 126.15 

m^3/day 

-

126.15 

 

(Zone 1- Unconfined aquifer, Zone 2- confined aq 1, Zone3- confined aqu3, 

 Zone 4, confined aq 4.) 

 

Water Logging Conditions 

In the  South Western part of the study area, Flodding is taking place i.e,  the water table 

elevation is more than the surface contours. This is mainly due to accumulated recharge in 

the area both by canal as well as downward groundwater flow. It also appears that the flow 

from out side the study area is also coming into the study area in these part causing the 

flood.  



The water logged area is considered for different water levels 0 to 10 m, 0 to 7 m and 0 to 5 

m mainly during Kharif (123 days). Accordingly the dewatering efforts can be made. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Artificial Recharge in the water logging areas 

 Recharge from each well  

The recharge from each well is considered based on the aquifer parameters and also the 

present depth of water level before recharge and after recharge. Considering dewatering 

upto a depth of 5 m, the recharge capacity of the wells in the area is about 2.34 lps which is 

about 202.27 m3 / day 

Figure 8 The water logged area from 0 to10 

 

Figure 9 The water logged area from 0 to 7 

Figure 10 The water logged area from 0 to 5 



Recharge Calculations 
Water logging area for dewatering upto 5 m below ground level is(BGL)  considered. About  

an area of  127 sq.km would be covered upto 5 m BGL. The recharge calculations for the 

same is given below. 

Radius of influence of each 

well (r0- (m) 

250 50 percent of 99 

days of Rabi(50 

days) 

51533.29 

Area of each well (sq.m) 

3.14*r^2 

196250 Total Recharge per 

year per sq.km-

cum 

125741.2 

no of wells per sq.km 5 Total Recharge per 

year per sq.km-

mcm  

0.126 

Recharge per sq.km per day 

(cum) 

1030.666 Total Recharge 

area (sq.km) 

127 

Recharge per sq.km in 

monsoon (72 days)-cum 

74207.94 Total No of wells 635 

  Total Recharge 

(mcm) 

80.01 

 

Conclusions 

The groundwater conditions in the study area is unique in the sense that on one side there 

exists the water logging conditions due to oversupply of water from canal and rainfall where 

very shallow aquifer thickness conditions exist, while in other neighbouring areas, the water 

table and piezometric levels are very deep. In this paper an attenpt is made to study the 

overall water availability due to rainfall using SWAT model and then the groundwater 

movement in different aquifers  is assessed using Visual Modflow and arrive at a solution of 

artificially recharging the aquifers in the water logged areas. It is seen that about 80 Million 

cubic meters(mcm) water can be recharged in the area by reducing the water table to 5 m 

below ground level. The average capacity of the injection well is in the order of 2.34 lps 

(Liters per second) 
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Abstract 

 
In recent years, Brazil has figured among the countries with highest frequency and intensity of 
damages caused by extreme events of floods and droughts. Worldwide increase in disaster 
occurrence has been attributed both to a change in environmental conditions (increase in 
frequency and intensity of extreme events) as well as an increase in the overall population, 
especially in places considered as "risk areas". A high number of floods has been reported for 
the Southern and Southeastern regions of the country in recent years. The Brazilian Atlas of 
Natural Disasters - São Paulo volume, identified the largest number of flash flood events in the 
last two decades within this state, which occurred mainly during the months of December, 
January and February. This article presents the partial results of a research which aims to 
investigate the causes and the short, medium and long-term consequences of an extreme flood 
event which occurred in the municipality of São Luiz do Paraitinga, São Paulo, Brazil, between 
Dec, 31 2009 and Jan, 01 2010. We will use the SWAT model in order to identify the causes of 
this event (i.e., a meteorological or hydrological extreme event). This article presents the steps 
followed in order to obtain the meteorological data set for use as an initial input data for the 
model. Due to the lack of observational weather data set with extensive time series for the study 
area, we conducted a joint assessment of the various available data sources, such as: in situ 
stations, satellite data, reanalysis products and interpolated data. The steps followed to build the 
meteorological data set are presented here. 
 
Keywords: disasters; SWAT model, flash flood event, meteorological data set.  
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Introduction 
 
In recent years, Brazil has figured among the countries with highest relative frequency and 
intensity of damages caused by natural disasters. According to Guha-Sapir et. al. (2012), a total 
of 101 countries were affected by 332 disasters in 2011. Among these, the Philippines, United 
States, China, India and Indonesia were the most affected, with 31% of the total events. In this 
classification, Brazil figured 7th in the number of events, recording 8 hydrological disasters in 
2011. 

 
At the national level, the records of Natural Disasters were published in the Brazilian Atlas of 
Natural Disaster, developed by the Centre for Disaster Studies and Research of the Federal 
University of Santa Catarina (UFSC) in partnership with the National Civil Defense (BRAZIL, 
2011). According to this Atlas, the period from 1990 to 2010 recorded a total of 31,909 disasters 
across the Brazilian territory, with 8,671 in the first decade and 23,238 in the second decade. Of 
this total, Sudden Floods and Flooding accounted for 21% (6,771 records) of occurrences. The 
Brazilian Atlas of Natural Disasters also quantified the number of victims involved in 
hydrological disasters. Sudden Floods accounted for 29.6% of the 96,220,879 people affected in 
the country, and have caused the most deaths in the last two decades. With regard to the 
distribution of disasters in the country, BRAZIL (2011) identifies Sudden Floods as the largest 
number of records: 452 instances in two decades, equivalent to 54% of total disasters in São 
Paulo state, which occurred especially during the months of December, January and February. 
 
A typical case of Sudden Flood occurred in São Luiz do Paraitinga (São Paulo state) during New 
Year's Eve 2009/2010, with many material losses - almost complete destruction of the historic 
center of the city and thousands rendered homeless. According to Dias et. al. (2011), this flood 
event was associated with a significant increase in the discharge of the Paraitinga river, which, 
according to the Brazilian Department of Water and Energy (DAEE, 2012), reached 1000m3/s, a 
value associated with precipitation events of return time of about 300 years. Rainfall data 
collected at a nearby weather station (Núcleo Santa Virginia station) registered 77.8 mm of total 
rainfall in December 31 and 200.2 mm in January 1st, and a cumulative monthly value of 1011.8 
mm. These precipitation values resulted in a flooding period of 4 days in the center of the 
municipality, during the first days of January 2010 (DAEE, 2012). 
 
In this context, a PhD thesis study is conducted whose goal is to use the SWAT (Soil and Water 
Assessment Tool) model to investigate the causes and short, medium and long-term 
consequences of extreme flood event occurred in the municipality of São Luiz do Paraitinga, SP, 
in the beginning of January 2010. We consider the SWAT model as an important tool for the 
development of this research. However, the shortage of rainfall data in the study area can hinder 
the understanding and analysis of the causes associated with this extreme event.  
 
The present study aims to describe the diverse datasets available for the study area, such as in 
situ stations, satellite data, reanalysis products and interpolation of data, as a source of 
complementary meteorological data suitable for input to the SWAT model. Follows a description 
of the different steps performed for the evaluation of this data set. 
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Methodology 

 
Study Area 

The study area covers the Paraitinga River Basin (Figure 1), with an area of 2413 km ², located 
between the coordinates 22°43' and 23°22' South latitude, and 44°39' and 45°29' West longitude, 
which is partially located in the municipality of São Luiz do Paraitinga, plus 9 other 
municipalities belonging to the Paraíba Valley, São Paulo, Brazil. 
 

 
Figure 1 - Paraitinga River Basin (Arguello et al., 2013). 

The confluence of the Paraitinga River with the Paraibuna River, where is currently located the 
reservoir of the Paraibuna hydroelectric plant, is the starting point of the Paraíba do Sul River, 
the main river in the southeast region of Brazil. The source of the Paraitinga River is located in 
the Serra do Mar, in the municipality of Areias, at about 1800 meters altitude. 

The Paraitinga River Basin, inserted in the São Paulo stretch of the Paraíba Valley, consists 
partially of mountains and high altitude areas, which foster the formation of orographic 
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precipitation, influencing the distribution of precipitation in the region. 
According to Setzer (1966), the coastal plains experience precipitation events over 60mm in the 
driest month; in the region of the Paraíba do Sul River valley to the region of Queluz, rainfall has 
an annual variation between 1100mm and 1700mm, in the higher regions along the Paraíba do 
Sul River valley, total annual rainfall varies between 1300mm and 1700mm; between the 
escarpments of the Serra do Mar and the coastal plain, the driest month sees precipitation greater 
than 30mm; and in the higher points of the Serra do Mar and the Serra da Mantiqueira, rainfall 
varies between 1100mm and 1200mm annually. 

Data acquisition 
 
For the composition of the meteorological database, we conducted a survey of different 
meteorological data sources available for the study area and for the required period. We initially 
consulted the databases available observed by ANA (National Water Agency), DAEE 
(Department of Water and Power) and INMET (National Institute of Meteorology), presented in 
Table 1 (Arguello et al., 2013). The spatial distribution of these stations is shown in Figure 2. 
 
Table 1. Availability of observational data. 
Pluviometric stations Source Data Period Location of the station 

relative to Paraitinga 
River Basin  

E2-135 DAEE 1972-2010 Out 
E2-132 DAEE 2000-2010 Inside 
Ponte Alta ANA 1971-2004 Out 
São Luiz do 
Paraitinga 

INMET 2007-2010 Limit 

Meteorological 
Stations 

   

Campos de Jordão INMET 1990-2010 Out 
Taubaté INMET 1990-2010 Out 
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Figure 2-Spatial distribution of weather stations  in the Paraitinga River Basin (Arguello et al., 
2013). 
 
For the 6 rainfall/weather stations presented in Table 1, we analyzed the data of 6 stations. 
Among these, 4 are classified as rainfall stations, providing only rainfall data and two weather 
stations (Campos de Jordão and Taubaté), which provided data for rainfall, temperature, 
humidity, evaporation, radiation, etc.  
 
We also evaluated other types of data, such as data provided by the Global Precipitation 
Climatology Project (GPCP), which are obtained from estimates of satellite and surface station 
data (Huffman et al. 1995; Huffman et al. 1997; Xie et al. 2003; Adler et al. 2003). GPCP data is 
available in a resolution of 2.5°x 2.5° latitude / longitude and can be obtained at 
http://www.esrl.noaa.gov/psd/data/gridded/data.gpcp.html. 
 
Another source of data researched was the 3B42 satellite product from Tropical Rainfall 
Measuring Mission (TRMM). The TRMM project generates various products (estimates) 
obtained from the combination of instruments. The 3B42 product calibrates infrared (IR) data 
from the VIRS (Visible and Infrared Scanner) instrument, with precipitation estimates from TMI 
(Microwave Imager). The calibration parameters are applied to the IR daily data embedded in IR 
geosynchronous satellites. The estimates of the 3B42 algorithm are produced in three stages: 1) 
microwave-based precipitation estimates are calibrated with the parameters obtained from the 
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validation of PR x TMI found in the TCI (TRMM Combined Instruments) product, 2) 
precipitation estimates are created using the calibrated microwave IR precipitation, and 3) the IR 
and microwave estimates are combined. Estimates are available in grids of 0.25°x0.25° and 
temporal resolution of 3 hours, between the latitudes of 50ºN and 50ºS (Huffman et al., 2007). 
 
The precipitation data obtained from the Hidroestimador, which uses data provided by the GOES 
(Geostationary Operational Environmental Satellites) infrared satellite from NOAA, in operation 
since 2002, were also evaluated in this study. This is an automatic method that uses an 
exponential empirical relationship between precipitation (estimated by radar) and the brightness 
temperature of the cloud tops generating precipitation rates in real time (Scofield, 2001; Scofield 
and Kuligowski, 2003; Saldanha et al. 2007). The Hidroestimador presents the best performance 
in the determination of precipitation from clouds with cold tops, considering the value of the 
brightness temperature of 241 K as the threshold for identifying precipitation. These data were 
provided by the Division of Environmental Satellite Center for Weather Forecasting and Climate 
Studies (CPTEC/INPE). 
 
In addition to these data sources, we analyzed data interpolated by the Brazilian Research 
Network on Global Climate Change Network (Rede-Clima) from CPTEC/INPE. It uses available 
observational data from different stations in Brazil, which are interpolated by means of the 
inverse distance squared method, considering the effects of latitude and topography, which 
according to Lefevre et al. (2002) tend increase the accuracy of the interpolation. 
 

Results 
 

The scarcity of time series of rainfall and other meteorological variables, combined with the poor 
spatial distribution of the stations with observed data, highlighted the need for additional sources 
of meteorological data, presented above. However, the data provided by GPCP were discarded 
for this research, as due to their relatively coarse resolution of 2.5ºx2.5º, cover an area larger than 
the interest area. Besides, the monthly scale provided by this product is not suitable for studies of 
extremes events, like sudden floods.  Also, the data provided by TRMM, with a resolution of 
0.25ºx0.25º (˜ 25 km), despite being finer than the resolution of GPCP, is still not sufficiently 
refined to the space scale of interest in the present study.  

Data obtained by Hidroestimador, whose resolution could be refined to a distance of 1 km, 
would attend the needs of this study. However, the region of São Luiz do Paraitinga is 
susceptible to the formation of orographic precipitation, which generally has very high 
precipitation rates and clouds with hot tops, making it impossible to estimate rainfall with the 
methodology applied in the Hidroestimador algorithm, preventing its use in this study. The 
limitations of the various data sources described above has led to the use of interpolated data 
from CPTEC/INPE, which will be used in complement to the results obtained from the 
observational station data, presented in Table 2 (Arguello et al., 2013).  

Figure 3 presents the rainfall fields interpolated to 31, December, 2009 and 1st, January, 2010. 
These results were based on the interpolation data from a greater number of available stations, 
presented in Figure 4, allowing more cohesive rainfall input for the SWAT model. 
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Table 2. Maximum observed daily precipitation data. 
 Maximum daily precipitation (mm) 
Pluviometric stations Period 2000-

2010 
Date of 
occurrence 

31-01-
2009 

01-01-
2010 

E2-135 205,5 26-01-2005 81,2 104,5 

E2-132 90,0 12-02-2006 No data No data 

Ponte Alta 67,9 02-01-2001 No data No data 

São Luiz do Paraitinga 64,9 21-12-2008 11,0 56,0 

Meteorological 
Stations 

    

Campos de Jordão 108,4 25-05-2005 44,4 45,4 

Taubaté 121,2 24-11-2004 10,4 56,8 

 

 
Figure 3- Results of interpolated precipitation data (Arguello et al., 2013). a) 31 december, 2009; 
b) 01 january 2010; 
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Figure 4 - Spatial distribution of stations with observed and interpolated data (Arguello et al., 
2013). 

 

Additionally, the numerous flaws in the historical series observed, for example, for a period of 
15 days before and 15 days after the event (15/12/2009 to 15/01/2010 – Figure 5) could be 
complemented by interpolated data (Figure 6). This feature will be important for the 
calibration/validations steps in the SWAT model use. 
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 Figure 5 – Precipitation data obtained from in situ stations for the period of 15/12/2009 to 
15/01/2010 (Arguello et al., 2013). 

 

 Figure 6 - Data availability of interpolated precipitation (Arguello et al., 2013). 

 

The temporal distribution of stations with observed data was also complemented by interpolated 
data, to fill the gaps in the time series of stations with observed data for the period 1990 to 2010, 
exemplified in Figure 7. 
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Figure 7 - Temporal distribution of stations with observed and interpolated data (Arguello et al., 
2013). 
 
For the following steps, we are going to validate the interpolated rainfall values with the values 
obtained from in situ stations. The same is being done to the other meteorological data, such as 
temperature, radiation, humidity, wind speed, etc. 

 

Conclusion  
 
This paper describes a part of a PhD research that aims to simulate the extreme flood event occurred in 
the city of São Luiz do Paraitinga, São Paulo, Brazil, in early January 2010.The shortage of 
meteorological stations in the study area to compose an input database for the SWAT model 
drove the evaluation of some possible weather data sources to supplement the precipitation 
database. However, the improper spatial resolution of the GPCP and TRMM data limit their use 
in the study area. Besides, the operating principle used for the  Hidroestimador algorithm is not 
suitable to simulate orographic precipitations, which are the common type of precipitation which 
occurs at the Paraitinga River Basin. Thus, the rainfall data interpolated by CPTEC/INPE proved 
to be most suitable for simulation of the event of interest, with regard to issues of spatial and 
temporal scale. However, further steps will be carried out to calibrate these values. 
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Abstract 
 
Knowledge about physical and hydraulic characteristics of soils is fundamental for the proper 
application of physically-based hydrological models with distributed parameters, such as the SWAT 
model (Soil and Water Assessment Tool). In Brazil, since 1999 the number of SWAT users and 
applications are increasing in an accelerated way. In the case of the Brazilian Savanna region 
(Cerrado biome), the first applications are very recent and, in general, generic soil database or 
pedotransfer functions, as well as the default data developed for other soil types and regions, were 
used. This study aimed to present a reference soil database for applying SWAT in catchments of the 
Brazilian Savanna. Based on soil samples and analyses, performed at least in triplicate, the following 
soil characteristics were measured: bulk density, soil-water retention curve, hydraulic conductivity, 
organic matter, and soil texture. Using soil data collected in 66 sites and three depths, most of them 
in the Upper Jardim Experimental River Basin, Federal District, Brazil, a conceptual model for 
introducing this data in SWAT was proposed, as well as a summary table showing the average and 
range for each of the soil parameters considered by the model. Seven representative soils commonly 
found in the Cerrado biome were covered by this study. Considering the soil data used in previous 
applications of the SWAT model in catchments of the region, the results of this study may represent 
a step forward to obtain more realistic hydrological models, with better physical basis. 
 
 
Keywords: Hydrological modeling, soil database, model calibration, Brazil.  
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Introduction 
 
Knowledge about physical and hydraulic characteristics of soils is fundamental for the proper 
application of physically-based hydrological models with distributed parameters (Romanowicz et 
al., 2005; Peschel et al., 2006; Geza e McCray, 2008), such as the SWAT model - Soil and Water 
Assessment Tool (Arnold et al., 1998; Arnold e Fohrer, 2005). 

In Brazil, since 1999 the number of SWAT users and applications are increasing in an 
accelerated way in many regions (Garbossa et al., 2011). As of 2010, SWAT had not been used 
for the Cerrado biom, in particular the Brazilian Central Plateau region, as reported in the review 
of Garbossa et al. (2011). However, since 2011, the use of the SWAT model is rapidly advancing  
also in the Cerrado biome. Several studies were conducted for  experimental watersheds in the 
Federal District – DF, Brazil (Silva, 2010; Strauch et al., 2011; Ferrigo et al., 2011; Minoti et al., 
2011; Salles e Chaves, 2011; Strauch et al., 2012; Ferrigo et al., 2012; Strauch et al., 2013). 

Hydrological data collection in experimental watersheds in the DFstartedmore intensively about 
a decade ago, producing water and sediment yield time series that can be used for evaluating 
various hydrological models including SWAT. Nevertheless, even though the DF is covered by a 
soil map  at  1:100,000 scale (Embrapa, 1978; Reatto et al. 2004), which is a privilege compared 
to the rest of the country, the organization and availability of soil data are insufficient for an 
adequate use of hydrological models like SWAT. These limitations on soil data result in large 
model uncertainties, as described by Silva (2010) in a SWAT study focused on sensitivity and 
uncertainty analysis for the Descoberto river basin (DF). Minoti et al. (2011), who applied 
SWAT in the Bananal and the Gama watersheds (both in DF), also highlighted the difficulties in 
defining physical and hydrological characteristics of the soils of that region, mainly because they 
are extremely specific. Due to the lack of certain soil information, Strauch et al. (2011, 2012, 
2013) were forced to use pedotransfer functions developed for other regions in order to estimate 
soil physical parameters needed for modeling the Pipiripau river basin (DF and Goiás State) 
using SWAT. 

The very distinctive physical-hydric behavior of the Cerrado soils is evidenced. As an example, 
although Oxisols are generally rich in clay their permeability is unusually high due to the 
aggregation of clay minerals into pseudo-silt and pseudo-sand particles (Stoner et al., 1991; 
Yerima and Van Ranst, 2005). This soil behavior can be attributed to specific soils in tropical 
regions, but is totally different from in the behavior of soils in temperate regions, for which the 
SWAT model was designed.  Therefore, the US reference soils provided in the (default) SWAT 
soil database is in general not applicable to Cerrado/tropical soils. 

A further problem with the soil data required for proper SWAT model applications in basins of 
the Cerrado is the definition of ranges for each parameter, which represent key information in the 
calibration process, fundamental for the maintenance of the model physical basis. 

This study aims to present a reference soil database for applying SWAT in catchments of the 
Brazilian Savanna, by providing initial parameters values and their ranges of variation.  
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Material and methods 
 

Study area 

Situated in the eastern part of the Federal District, between latitudes 15.71° and 15.86° S and 
longitudes 47.55° and 47.64° W, the Upper Jardim Experimental River Basin is within the  
central part of the Cerrado Biome continuous area (Figure 1). 

 

 

Figure 1 - Location of the Upper Jardim Experimental River Basin in relation to Brazil, the 
Brazilian hydrographic regions, the continuous area of the Cerrado and the Federal District. 

 

With respect to large Brazilian hydrographic regions (CNRH, 2003), the Upper Jardim 
Experimental River Basin is inserted into the Hydrographic Region of the San Francisco River. 
The Jardim River is a tributary of the Preto River, which flows into the Paracatu River, an 
important contributor of the left bank of the São Francisco River. 

 

The Upper Jardim Experimental River Basin has a total drainage area of 104.86 km ², divided 
into two main basins, the Estanislau stream (49.71 km²) and the Jardim River itself (55.15 km²). 

 

The climate in the basin is typical for the Cerrado region, with two well defined seasons: a rainy 
summer and a dry winter. Following the classification of Köppen, the climate is of AW Tropical 
type. 

 

76.38% of the Upper Jardim Basin are covered by Latosols (Oxisols), 16.68% by Cambisols, 
2.54% by Plinthosol, 2.41% by  Gleisoil, 2.09% by Quartzarenic Neosols, and 0.24% by Rock 
outcrops (Lima et al., 2007). 
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Situated within the main agricultural region of the Federal District, , land management is 
characterized by crop production (grain crops (soy, beans, maize, and sorghum), cotton, citrus, 
coffee, cassava and vegetables) as well as by poultry and cattle. 

 

Data collection 
 

Figure 2 shows the soil map (scale: 1:50,000) of the Upper Jardim Experimental River Basin 
(Reatto et al., 2000) as well as 56 sampling points used in this work. 

 

 
Figure 2 - Soil map (1:50,000) of the Upper Jardim Experimental River Basin (Reatto et al., 

2000) with the location of 56 sampling points used in the present work. 

 

22 points are located in Red Latosols (LV) areas; 19 in Red-Yellow Latosols (LVA); 10 in 
Cambisols (CX); two in Gleysols (GX); two in Plinthosols (FX); and one in Yellow Latosol 
(LA). For Quartzarenic Neosols (RQ), samples were collected at 12 sites outside the basin but 
also in the Federal District. 

 

Each of the soil samples (core and disturbed samples) were collected at two depths (15 and 60 
cm), and only the saturated hydraulic conductivity was measured in the water table level using 
piezometric wells installed at each point as shown in the map (Figure 2). 
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Soil texture was evaluated in triplicate using the sieving and the pipetting methods (Embrapa, 
1997), whereas bulk density was measured in triplicate using the volumetric ring method 
(Embrapa, 1997). 

 

The saturated hydraulic conductivity was determined using the constant head permeameter 
method (Klute, 1965) with six replicates per depth. The higher number of repetitions in the 
determination of this parameter was adopted because of its greater natural variability. The 
determination of saturated hydraulic conductivity in the water table level was achieved using the 
Slug Test (Hvorslev, 1951). 

 

The soil water retention curves of each point were determined in the laboratory, in triplicate, 
using the centrifuge method as described by Reatto et al. (2008). 

 

The available water content of the sampled soils was extracted from their soil water retention 
curves, considering the difference between soil moistures corresponding to the tensions of 10 and 
1,500 kPa (Reichardt, 1988). 

 

The content of organic matter was obtained in triplicate using the oxidation method and soil 
erodibility (K factor of USLE) was determined indirectly by means of the equation developed by 
Lima et al. (2007). 

 

Data Analysis 
 

Based on the collected data, we first defined a conceptual model to describe how the soil would 
be spatially represented in SWAT. 

 

The results for each sample / repetition were organized in tables, generating averages, standard 
deviations and coefficients of variation for each data. With this, it was possible to either verify 
the data consistency,or alternatively (in some cases) to identify the need to redo the analysis. 

 

After that, the data were organized to provide the following SWAT parameters, where most of 
the parameters are layer-specific: 

 

• SNAM: Soil name 

• NLAYERS: Number of layer on the soil (field information) 

• HYDGRP: Soil Hydrologic Group (field information + Sartori et al., 2005) 

• SOL_ZMX: Maximum rooting depth of soil profile (mm) 
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• SOL_Z: Depth of soil surface to bottom (mm) 

• SOL_BD: Moist bulk density (g/cm3)  

• SOL_AWC: Available water capacity of the soil layer (mm/mm)  

• SOL_K: Saturated hydraulic conductivity (mm/hr)  

• SOL_CBN: Organic carbon content (%) (1,724 factor) 

• CLAY: % Clay content 

• SILT: % Silt content 

• SAND: % Sand content 

• ROCK: % Rock fragment content 

• USLE_K: USLE equation soil erodibility (K) factor (t.m2.hr/m3.t.cm)  
 

In addition to the average values, minimum and maximum values were organized to indicate the 
range of variation of each parameter considering the soil class and its respective layer. 

 

Results and discussion 
 

Figure 3 shows the conceptual model developed for representing and entering soil data in the 
SWAT model. 

 
Figure 3 - Conceptual model for representation of soil layers in the model SWAT. 

 

As shown in Figure 3, the representation of the conceptual model soil has three layers. The first 
layer goes from the terrain surface (0.00m) to 0.30m, the second from 0.30 to 1.00m and the 
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third, from 1.00 to 3.50 meters. It is noteworthy that the lower limit of 3.50m deep is an obstacle 
of the SWAT model in representing the reality of the Cerrado soils, especially in the case of 
Latosols, dominant in the biome and, in general, like in the Upper Jardim River Basin, with 
depths much greater than this. The acronyms in the right part of Figure 3 show the limit depth 
considered for each soil type. 

 

The average, minimum and maximum values of the parameters for each soil layer and class are 
presented in Tables 1, 2 and 3, respectively. 

 

Table 1 - Average values of the parameters per layer and soil class. 
SNAM NLAYERS HYDGRP SOL_ZMX SOL_Z1 SOL_BD1 SOL_AWC1 SOL_K1 SOL_CBN1 CLAY1 SILT1 SAND1 ROCK1 USLE_K1

Red Latosols LV 3 A 300.00 300.00 0.90 0.12 612.20 1.67 53.93 28.37 12.94 0.00 0.018
Red-Yellow Latosols LVA 3 A 300.00 300.00 0.94 0.11 1112.85 1.69 57.36 24.61 18.03 0.00 0.019
Yellow Latosol LA 3 A 300.00 300.00 0.86 0.15 2602.59 1.65 58.81 21.75 19.44 0.00 0.017
Quartzarenic Neosols RQ 3 A 300.00 300.00 1.30 0.08 281.26 0.60 30.10 9.65 60.25 0.00 0.031
Cambisols CX 2 C 300.00 300.00 0.99 0.11 874.33 1.58 49.84 32.95 17.20 0.00 0.023
Gleysols GX 2 D 300.00 300.00 0.87 0.13 494.44 2.56 51.59 28.54 19.86 0.00 0.021
Plinthosols FX 2 D 300.00 300.00 1.09 0.14 553.78 1.14 37.97 21.91 40.13 0.00 0.030
Rock Outcrop AFLR 1 D 300.00 300.00 2.62 0.01 0.01 0.01 0.00 0.00 0.01 99.99 0.001

SNAM NLAYERS HYDGRP SOL_ZMX SOL_Z2 SOL_BD2 SOL_AWC2 SOL_K2 SOL_CBN2 CLAY2 SILT2 SAND2 ROCK2 USLE_K2
Red Latosols LV 3 A 1000.00 1000.00 0.94 0.14 461.07 1.01 66.28 22.93 10.79 0.00 0.015
Red-Yellow Latosols LVA 3 A 1000.00 1000.00 0.96 0.13 401.26 0.95 64.37 20.54 15.09 0.00 0.017
Yellow Latosol LA 3 A 1000.00 1000.00 0.94 0.12 505.50 0.87 62.28 19.89 17.83 0.00 0.015
Quartzarenic Neosols RQ 3 A 1000.00 1000.00 1.38 0.08 102.85 0.40 34.35 9.58 42.90 0.00 0.030
Cambisols CX 2 C 1000.00 1000.00 1.00 0.16 262.52 0.72 49.16 34.31 16.53 0.00 0.023
Gleysols GX 2 D 1000.00 1000.00 0.87 0.13 494.44 2.56 51.59 28.54 19.86 0.00 0.021
Plinthosols FX 2 D 1000.00 1000.00 1.09 0.14 553.78 1.14 37.97 21.91 40.13 0.00 0.030

SNAM NLAYERS HYDGRP SOL_ZMX SOL_Z3 SOL_BD3 SOL_AWC3 SOL_K3 SOL_CBN3 CLAY3 SILT3 SAND3 ROCK3 USLE_K3
Red Latosols LV 3 A 2000.00 3500.00 0.94 0.14 142.32 1.01 66.28 22.93 10.79 0.00 0.015
Red-Yellow Latosols LVA 3 A 2000.00 3500.00 0.96 0.13 230.05 0.95 64.37 20.54 15.09 0.00 0.017
Yellow Latosol LA 3 A 2000.00 3500.00 0.94 0.12 186.92 0.87 62.28 19.89 17.83 0.00 0.015
Quartzarenic Neosols RQ 3 A 2000.00 3500.00 1.38 0.08 102.85 0.40 34.35 9.58 42.90 0.00 0.030  
 

Table 2 - Minimum values of the parameters per layer and soil class. 
SNAM NLAYERS HYDGRP SOL_ZMX SOL_Z1 SOL_BD1 SOL_AWC1 SOL_K1 SOL_CBN1 CLAY1 SILT1 SAND1 ROCK1 USLE_K1

Red Latosols LV 3 A 300.00 300.00 0.83 0.10 34.21 0.96 40.97 18.57 5.92 0.00 0.014
Red-Yellow Latosols LVA 3 A 300.00 300.00 0.83 0.07 342.36 0.71 40.70 9.22 4.98 0.00 0.014
Yellow Latosol LA 3 A 300.00 300.00 0.83 0.13 2602.59 1.65 58.81 21.75 19.44 0.00 0.017
Quartzarenic Neosols RQ 3 A 300.00 300.00 1.14 0.06 75.78 0.40 17.65 3.44 39.44 0.00 0.027
Cambisols CX 2 C 300.00 300.00 0.88 0.09 342.32 0.92 35.12 23.83 10.40 0.00 0.015
Gleysols GX 2 D 300.00 300.00 0.87 0.13 494.44 2.56 51.59 28.54 19.86 0.00 0.021
Plinthosols FX 2 D 300.00 300.00 1.00 0.14 8.15 0.88 35.99 15.98 32.23 0.00 0.029
Rock Outcrop AFLR 1 D 300.00 300.00 2.62 0.01 0.01 0.01 0.00 0.00 0.01 99.99 0.001

SNAM NLAYERS HYDGRP SOL_ZMX SOL_Z2 SOL_BD2 SOL_AWC2 SOL_K2 SOL_CBN2 CLAY2 SILT2 SAND2 ROCK2 USLE_K2
Red Latosols LV 3 A 1000.00 1000.00 0.88 0.08 177.48 0.65 57.11 13.86 4.93 0.00 0.014
Red-Yellow Latosols LVA 3 A 1000.00 1000.00 0.86 0.09 49.34 0.65 47.31 7.61 3.84 0.00 0.014
Yellow Latosol LA 3 A 1000.00 1000.00 0.94 0.12 505.50 0.87 62.28 19.89 17.83 0.00 0.015
Quartzarenic Neosols RQ 3 A 1000.00 1000.00 1.24 0.07 13.05 0.31 18.63 2.79 34.02 0.00 0.026
Cambisols CX 2 C 1000.00 1000.00 0.84 0.13 123.03 0.15 35.20 22.67 11.10 0.00 0.015
Gleysols GX 2 D 1000.00 1000.00 0.87 0.13 494.44 2.56 51.59 28.54 19.86 0.00 0.021
Plinthosols FX 2 D 1000.00 1000.00 1.00 0.14 8.15 0.88 35.99 15.98 32.23 0.00 0.029

SNAM NLAYERS HYDGRP SOL_ZMX SOL_Z3 SOL_BD3 SOL_AWC3 SOL_K3 SOL_CBN3 CLAY3 SILT3 SAND3 ROCK3 USLE_K3
Red Latosols LV 3 A 2000.00 3500.00 0.88 0.08 0.34 0.65 57.11 13.86 4.93 0.00 0.014
Red-Yellow Latosols LVA 3 A 2000.00 3500.00 0.86 0.09 0.60 0.65 47.31 7.61 3.84 0.00 0.014
Yellow Latosol LA 3 A 2000.00 3500.00 0.94 0.12 186.92 0.87 62.28 19.89 17.83 0.00 0.015
Quartzarenic Neosols RQ 3 A 2000.00 3500.00 1.24 0.07 13.05 0.31 18.63 2.79 34.02 0.00 0.026  
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Table 3 - Maximum values of the parameters per layer and soil class. 
SNAM NLAYERS HYDGRP SOL_ZMX SOL_Z1 SOL_BD1 SOL_AWC1 SOL_K1 SOL_CBN1 CLAY1 SILT1 SAND1 ROCK1 USLE_K1

Red Latosols LV 3 A 300.00 300.00 1.19 0.15 1310.33 2.65 70.79 37.80 37.78 0.00 0.028
Red-Yellow Latosols LVA 3 A 300.00 300.00 1.16 0.16 2345.27 2.50 78.26 38.15 47.19 0.00 0.029
Yellow Latosol LA 3 A 300.00 300.00 0.86 0.15 2602.59 1.65 58.81 21.75 19.44 0.00 0.017
Quartzarenic Neosols RQ 3 A 300.00 300.00 1.40 0.09 763.70 0.96 42.78 23.03 78.90 0.00 0.033
Cambisols CX 2 C 300.00 300.00 1.14 0.13 1436.40 1.77 64.61 51.72 29.66 0.00 0.031
Gleysols GX 2 D 300.00 300.00 0.87 0.13 494.44 2.56 51.59 28.54 19.86 0.00 0.021
Plinthosols FX 2 D 300.00 300.00 1.18 0.15 1099.40 1.41 39.95 27.83 48.03 0.00 0.031
Rock Outcrop AFLR 1 D 300.00 300.00 2.62 0.01 0.01 0.01 0.00 0.00 0.01 99.99 0.001

SNAM NLAYERS HYDGRP SOL_ZMX SOL_Z2 SOL_BD2 SOL_AWC2 SOL_K2 SOL_CBN2 CLAY2 SILT2 SAND2 ROCK2 USLE_K2
Red Latosols LV 3 A 1000.00 1000.00 1.04 0.19 1324.30 1.45 75.54 34.21 25.83 0.00 0.018
Red-Yellow Latosols LVA 3 A 1000.00 1000.00 1.14 0.18 839.63 1.31 85.16 32.58 43.70 0.00 0.025
Yellow Latosol LA 3 A 1000.00 1000.00 0.94 0.12 505.50 0.87 62.28 19.89 17.83 0.00 0.015
Quartzarenic Neosols RQ 3 A 1000.00 1000.00 1.50 0.09 235.70 0.52 44.51 23.56 77.86 0.00 0.032
Cambisols CX 2 C 1000.00 1000.00 1.19 0.20 430.54 1.16 64.62 53.69 30.96 0.00 0.031
Gleysols GX 2 D 1000.00 1000.00 0.87 0.13 494.44 2.56 51.59 28.54 19.86 0.00 0.021
Plinthosols FX 2 D 1000.00 1000.00 1.18 0.15 1099.40 1.41 39.95 27.83 48.03 0.00 0.031

SNAM NLAYERS HYDGRP SOL_ZMX SOL_Z3 SOL_BD3 SOL_AWC3 SOL_K3 SOL_CBN3 CLAY3 SILT3 SAND3 ROCK3 USLE_K3
Red Latosols LV 3 A 1000.00 3500.00 1.04 0.19 1000.00 1.45 75.54 34.21 25.83 0.00 0.018
Red-Yellow Latosols LVA 3 A 1000.00 3500.00 1.14 0.18 1000.00 1.31 85.16 32.58 43.70 0.00 0.025
Yellow Latosol LA 3 A 1000.00 3500.00 0.94 0.12 186.92 0.87 62.28 19.89 17.83 0.00 0.015
Quartzarenic Neosols RQ 3 A 1000.00 3500.00 1.50 0.09 235.70 0.52 44.51 23.56 77.86 0.00 0.032  
 

The data shown in Table 1 are mean values for each parameter and soil layer which can be used 
as a reference for the initial values to be assigned in the molding process using SWAT. The data 
presented in Tables 2 and 3 (minimum and maximum values) represent the ranges for each 
parameter, which should be considered during the model calibration process in order to maintain 
the physical basis of the model.   

The small number of samples collected in areas of Gleysol, Plinthosol, and Yellow Latosol 
represent an evident limitation of this study; however, it is remarkable that the first two soil 
classes usually occupy only a small percentage of the Brazilian Central Plateau area. In case of 
the Yellow Latosol, a possible solution is using the limits of variation established for other 
Latosols of the region as a reference. 

 

Conclusion 
 
The study provides reference values for defining layer-specific soil parameters in the Cerrado 
biome. Besides suggesting initial parameter values, we also presented physically meaningful 
parameter ranges, which can be used for model calibration. This should significantly increase the 
applicability and reliability of the SWAT model in order to support land and water resources 
management in the Cerrado biome. 
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Abstract 
 
Many hydrologic modelers around the world use SWAT to simulate hydrologic processes, water 
quality loadings and testing agricultural management scenarios. Once these tasks are complete 
including publication of results, the models generally are not published or made available to the 
public for further use and improvement. Although publication or sharing of models is not required for 
journal publications, sharing of models may open doors for new collaborations, and avoids 
duplication of efforts if other researchers are interested in simulating a particular watershed for which 
a model already exists. For researchers, who are interested in sharing models, there are limited 
avenues to publishing their models to the wider community. Towards filling this gap, a prototype 
cyberinfrastructure (CI), called SWATShare, is developed for publishing, sharing and running SWAT 
models in an interactive GIS-enabled web environment. SWATShare is a part of WaterHUB 
cyberinfrastructure developed at Purdue University to share water related data and models. Users 
can utilize SWATShare to publish or upload their own models, search and download existing SWAT 
models developed by others, run simulations including calibration using high performance resources 
provided by XSEDE, and visualize model outputs. This paper describes the infrastructure behind 
SWATShare and demonstrate the utility of SWATShare for collaborative research and education. 

Keywords: SWATShare; WaterHUB; SWAT; XSEDE; cyberinfrastructure 
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Introduction 
 
SWAT is a versatile tool that is used by many educators, researchers, watershed managers and 
decision makers to teach, conduct research, and make decisions related to watershed 
management. Because it is so versatile, how a SWAT model is used or applied varies from user 
to user. For example, a hydrologist may be more concerned about the accurate representation of 
watershed characteristics and processes to get the water balance right. On the other hand, a 
decision maker may be interested in getting final number on pollutant or nutrient loads without 
much attention to the technical details in the model. Regardless of the ultimate use of the model 
or its output, setting up a good SWAT model does involve significant amount of human and 
computational efforts. Thus, if a hydrologist spends all the needed efforts to set-up a SWAT 
model to simulate the hydrology of a watershed, the same model can become a starting point for 
a watershed manager, who may be interested in simulating the water quality for the same 
watershed. Similarly, a decision maker should be able to use the same model to look at the 
outputs and make decisions without spending time in creating a model that is already being 
created by someone else for the same watershed. A SWAT model can also serve as a great 
educational tool, if students can just look at model outputs from different watersheds, and 
develop or test hypothesis related land use, agricultural practices and climate change on 
watershed hydrology. 
 
Significant advances have been made in the last two decades in the area of on computational 
resources, computing technology and the availability of digital data. Several initiatives are 
ongoing in to harness the power of these advances for hydrology including the CUAHSI HIS in 
the United States, OpenMI in Europe and xx in yy.  Aligned with these initiatives which mainly 
deal with data access and integration of modeling systems, there is a need to also develop 
cyberinfrastructure that can integrated both data and models in a cyber environment. To address 
this need, a prototype cyberinfrastructure, called SWATShare, is developed specifically for the 
SWAT model. SWATShare provides the following functions for SWAT modelers and users: 
 
1) Publication and sharing of SWAT models on the internet including input data and related 

output files with other researchers, educators and decision makers. 
2) A cyber platform for executing SWAT models including sensitivity analysis and auto-

calibration using the NSF XSEDE advanced computing resources (http://xsede.org). 
3) A cyber platform for collaborating on research and other projects using a common SWAT 

model. 
4) A cyber platform for students to use existing SWAT models to study about hydrology under 

different physical as well as climatic conditions. 
5) A potential global repository of SWAT models that can be discovered through simple search 

involving geographic location and/or watershed name. 
 

SWATShare is still in its infancy so the objective of this paper is to provide basic description of 
its functionality and the cyberinfrastructure architecture behind it so the tool becomes more 
visible to the SWAT community for use in the coming years.  

http://xsede.org/
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SWATShare Interface 
 
The SWATShare interface is a part of WaterHUB, which is based on Purdue University’s 
HUBZero technology (McLennan et al., 2010). All functionalities of SWATShare are only 
accessible to WaterHUB members. Anyone with a valid email address can join WaterHUB at 
www.water-hub.org. The SWATShare interface enables searching of available SWAT models 
through geographic view of watersheds, uploading of SWAT models, editing of metadata 
information for uploaded SWAT models, running of uploaded SWAT models and output 
visualization. Each interface is described in detail in the following sections: 

View 
The main purpose of the View interface (Fig. 1) is to display all watershed models that are 
uploaded into the SWATShare interface. The models are displayed in the right panel in three 
groups: (i) My Models: models that are uploaded by the current user; (ii) Shared Models: models 
that are uploaded by other users, but are shared with all users; and (iii) Other models: models that 
are uploaded by other users but not shared. If a user clicks on a model in the list, the map view in 
the left panel will highlight the selected model and display its metadata as shown in Fig. 1.  
 

 
Figure 1. SWATShare view tab components 

 
In the view tab, users can download their own model or a shared model and the associated output 
files by using the download buttons.  

Upload 
This interface (Fig. 2) allows a user to upload SWAT models into SWATShare interface by 
providing the key metadata associated with the model. A model is uploaded as a zip or tar file 
that includes the following files or folders from an ArcSWAT project (Fig. 3): (i) ESRI ArcMap 
document that is used for creating the input files using ArcSWAT; (ii) Project geodatabase. This 
will be the Microsoft Access Database (.mdb) file which will have the same name as the ArcMap 

http://www.water-hub.org/
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document but with an .mdb extension; (iii) SWAT2009 is the geodatabase available with 
ArcSWAT 2009. This usually remains in the ‘swat’ folder of the user’s computer directory 
where the ArcSWAT is installed; and (iv) Watershed and Scenarios folders, RasterStore folder 
and its geodatabase. These are created automatically during an ArcSWAT project setup.  
 

 

Figure 2. SWATShare Upload Interface with information filled for a model named wabash  
 

Uploading of model into SWATShare involves a two-step procedure. In the first step, a user has 
to enter the metadata associated with the model including model name and description, 
simulation time-step (daily/monthly) and duration, DEM source and resolution, stream network 
threshold (%), slope, landuse and soil threshold (%) for HRU definition, landuse and soil data 
source, as well as the SWAT version being used.  By default, the output included box is not 
checked, but if the output of the model is included in the upload, the user can check the ‘Output 
Included’ box. Similarly, if the user wants to share the model with others, the ‘Shared’ box 
should be checked. The default option for Model Type is ‘Normal Simulation’; the other two 
options are ‘Sensitivity Analysis’ and ‘Auto-calibration’. Users can check boxes for the 
parameters that are included in the sensitivity analysis or calibration depending on the option 
chosen as modeling ‘Type’. However, these are just some of the common parameters listed as 
meta-information; the model actually can have other parameters incorporated into it. In the 
second step, the model is uploaded by clicking the ‘Upload’ button and browsing to the computer 
directory where the zip folder is located. The upload process is completed by selecting the 
“Submit Model” button.  
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Figure 3. Typical components in a SWATShare model zip folder 

 
 

Now, in order to produce a successful model execution in SWATShare, following key features 
has to be taken care of prior to uploading: 
 
Appropriate Method-flag in file.cio: Depending on the type of the simulation selected during the 
upload, the interface uses the “ICLB” flag in the file.cio file to run a normal simulation (ICLB = 
0) or sensitivity analysis (ICLB = 1) or auto-calibration (ICLB = 2). Currently ICLB = 3 
(calibration with uncertainty analysis) and ICLB = 4 (re-run of a calibrated model with best 
parameter set) cases are not supported by SWATShare.  
 
Simulation Duration and Time-step: The information for simulation duration and time step 
should correspond to appropriate values in the file.cio file. Specifically, the file.cio contains this 
information using the following variables: (i) NBYR: number of years simulated, (ii) IYR: 
beginning year of simulation, (iii) IDAF: beginning julian day of simulation, and (iv) NYSKIP: 
number of years to skip output summarization. In SWATShare, the simulation duration should 
cover the whole period including NYSKIP. The simulation time step gets decided by the variable 
IPRINT (IPRINT = 0 for monthly, IPRINT = 1 for daily, and IPRINT = 2 for yearly simulation).  
 
Default Simulation Folder: Input files needed to run a SWAT model are generally stored in the 
TxtInOut folder inside the “Default” folder within the Scenarios folder. However, if multiple 
TxtInOut folders exist within an ArcSWAT project, SWATShare uses the file.cio and other input 
files from the TxtInOut folder that is inside the Default folder. Other file.cio files are ignored. 
 
Setting up Auto-calibration and Sensitivity Analysis for New and Shared Models: In order to 
upload a SWAT model for auto-calibration run on SWATShare, a user must first run the auto-
calibration using ArcSWAT by using a very small number of trials (e.g., maximum number of 
trials allowed before parameter optimization is terminated, MAXN = 10 or less). Simultaneously, 
all other input or output parameters such as the observed data, objective function, analysis 
location (a particular sub-basin), as well as the calibration parameters are defined within the 
ArcSWAT’s auto-calibration dialogue box following Winchell et al. (2010). Out of three 
calibration methods in SWAT 2009, Only PARASOL should be selected so as to make the 
process compatible with the current version of SWATShare. Thus, a new folder called AutoCal 
gets created in the TxtInOut of the model’s Default simulation. Running the auto-calibration in 
ArcSWAT with small MAXN will populate AutoCal with certain necessary files which were 
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initially absent in the TxtInOut during a normal simulation. Finally, the user has to modify the 
parasolin.dat inside the newly populated AutoCal folder by setting a higher MAXN value; 
thereby completing the model preparation for auto-calibration run in SWATShare.  
 
The model preparation for sensitivity analysis is identical to the one described above for auto-
calibration. In the case of sensitivity analysis, a folder named Sensitivity gets created instead of 
AutoCal, and there is no need to specify MAXN. Hence, a user has to set and initiate the 
sensitivity analysis in ArcSWAT and then manually terminate the program after few runs to 
enable the creation of necessary files inside the Sensitivity folder.  

Edit 

The Edit interface (Fig. 4) is similar to the Upload interface. However, this interface can only be 
used to update or replace information including the model file for an existing model in the 
system. When a model is selected in the right hand column, all the information related to the 
model will be displayed on the left hand side. If any changes are made, clicking the ‘Change’ 
button will save those changes. The ‘Reset’ button will restore the original information that was 
saved with the original model.  The ‘Delete’ button will delete the selected model from 
SWATShare. Generally, a user can only edit or modify model owned by him or her (My 
Models). However, if a user is interested in using another shared model, that model needs to be 
first copied into the user’s own account by using the “Copy Model to My Account” button on the 
right top corner, and giving it a different name.  

 

 

Figure 4. SWATShare Edit Interface 
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Run 

The Run interface allows users to perform a regular SWAT simulation, sensitivity analysis, or 
auto-calibration depending on the option selected in ‘Model Type’ field while uploading the 
model, and as defined in the file.cio. A user can only run models from his or her account. Fig. 5 
shows the Run tab with different possible job status. First, a model is selected from the list on the 
right panel. Clicking the ‘Run’ button will submit the model to run either on the Purdue Condor 
pool or one of the XSEDE clusters. Depending on the resource availability, the model run may 
start immediately or it may be dispatched in a job queue waiting to be executed on the cluster. 
 

 
Figure 5. SWATShare Run Interface with Example of Different Job Statuses 

Visualization 

The Visualization interface can only be used for visualizing the results of a user’s own models 
that have been executed successfully. If a user has several successfully run models in the 
account, any one of the models can be picked from the dropdown list on the top of the 
Visualization tab (Fig. 6).  
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Figure 6. SWATShare Visualization Interface 
 

The present version of SWATShare can be used to visualize results from three types of output 
files including: (i) output.std, (ii) output.sub and (iii) output.rch. Once a model and a particular 
output file is selected, users can then select then select one variable at a time to produce the 
visual plot as shown in Fig. 7. In case of output.rch and output.sub, all the plots correspond to the 
output at the watershed outlet. 
 

  
Plot of Soil Water Content (mm) from output.sub Plot of streamflow (m3/s) from output.rch 

 
Figure 7. Example plots (generated for only one year out of the 6 year simulation period) 
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SWATShare Architecture 
 
SWATShare user interface is developed using FLEX, and it is deployed on WaterHUB, which is 
built using the HUBzero technology. The tool’s access control defaults to the security layer 
provided by the HUBzero framework. A Tomcat web service is invoked to check authorization 
for all operations a user tries to perform. As described earlier, SWATShare supports five key 
functions for publishing, sharing, and executing a SWAT model. These functions include: View, 
Upload, Edit, Run and Visualize. The software architecture for SWATShare presented in Figure 
8, and described below. 
 

 
 

Figure 8. SWATShare Architecture 
 
The view function uses Geoserver for rendering GIS layers and associated metadata so users can 
select an area to see if any model is available for the selected area.  The metadata for available 
models is extracted from a MySQL database using tomcat web services. A user may also be able 
to download any shared model from the view interface using HTTP protocol via an Apache 
server. 
 
The upload function enables a user to upload a SWAT model and its associated files in a 
compressed format (.zip or .tar). During this step a user provides necessary metadata such as the 
source of data used in creating the model, data resolution, and location, which is stored in the 
MySQL database. The actual upload of the data is enabled by using an Apache PHP service and 
the uploaded file is stored on a storage server. The edit interface is similar to the upload 
interface. A user can use this interface to edit metadata or change the input data for an existing 
model.  
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The run interface is used for running simulations of SWAT models. It invokes the tomcat web 
services to submit jobs to the Purdue Condor pool or an XSEDE resource, depending on the type 
of computation required, and to keep track of the simulation. All the outputs from the model are 
stored on the storage server. The run interface allows users to track the status of their jobs, access 
log files for debugging, and download the model output after a successful simulation.  
 
Finally, the visualization interface enables a user to visualize plots of model results by selecting 
an appropriate output file, a variable of interest, and the time period. The plotting is enabled by 
extracting data from the model outputs using tomcat web services and then producing the plot 
using PHP. 

Summary and Concluding Remarks 
 
A cyberinfrastructure, called SWATShare, to publish, share and run SWAT models is presented 
in this paper. Such an infrastructure is expected to reduce the redundancy in creating multiple 
SWAT models for the same area, and at the same time encourage enhancement of existing 
models by incorporating modifications from multiple users with diverse modeling needs. 
Similarly, a common platform to share a versatile model such as SWAT will also enable new 
collaboration for watershed management and research. Besides research, SWATShare can also 
be used in teaching where students can run SWAT models for different watersheds to study the 
effect of landuse change, climate change and watershed management decisions on the overall 
watershed hydrology and ecology. Although the current view interface only displays models 
within the United States, SWAT model for any international watershed can be published and 
shared. A global map to view any existing SWAT model will be added to the view tab in the near 
future. 
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Abstract 
 
Successful application of hydrological models is highly dependent on the correctness of the climate 
data. Usually different sources of data are available for a single watershed, hence accounting for 
their uncertainty is an important issue which has often been neglected by modelers. In this paper, the 
impact of climate data was investigated in modeling the Karkheh River Basin (KRB) located in 
semiarid region of Iran. Using four sources of climate data, we constructed six data sets to be used 
in a SWAT model of the region. All sets were calibrated using the Sequential Uncertainty Fitting 
(SUFI-2) in the SWAT-CUP software and their performances were compared using simulated and 
observed discharges at 12 stations. The results showed that the quality of climate data was more 
important than the number of climate stations in our region. Besides, the climate data sets with 
approximately similar behavior in the whole watershed did not have similar performances at each 
individual outlet. As the final results for different climate data sets were quite different, we conclude 
that careful attention must be paid to the correctness of the climate data and its uncertainty should 
be considered in the hydrological models.  
 
Keywords: Climate data uncertainty, Hydrologic Model, SWAT, Sufi-2, Calibration.  
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Introduction 
The use of models to analyze the spatial hydrological characteristics of a watershed has helped 
management of water resource and is an indispensible tool for the analysis of climate change 
impacts. Successful applications of models depend on the correctness of the model inputs and the 
correct identification of the hydrological processes through model calibration. As uncertainty in 
the quantification of natural phenomena is unavoidable, model inputs such as climate, crop, and 
soil information, as well as the simplification of processes in the conceptual model introduce 
errors in the model outputs, which must be quantified.  
 
Proper calibration of the parameters of a hydrological model faces many challenges due to 
different sources of uncertainties such as; model structure, input data, competence of search 
(optimization) algorithms, selection of objective functions or parameterization. While many 
studies have addressed the complexities in model structures (Farmer et al., 2003; Atkinson et al. 
2002, 2003), optimization algorithms (Muttil and Liong, 2004;  Blasone et al., 2007; Ndiritu, 
2009) and parameterization (Refsgaard, 1997; Samanta and Mackay, 2009); few have paid 
attention on uncertainties stemmed from different sources of input data (Michaud and 
Sorooshian, 1994; sun et al, 2002) and incorporate them in the assessment of impact of future 
climate change on water resources. 

Among different input data, precipitation and temperature are considered as critical variables for 
hydrologic modeling because they have high impact on the components of water budgets such as 
runoff, evaporation and infiltration (Guo et al., 2004; Beven, 2001, 2002; Boyle et al. 2001). 
Usually different sources of climate data recorded by different organizations and institute are 
available for a watershed. Selecting the appropriate data sets and considering their uncertainties 
in hydrologic models is an important issue which has been generally ignored in the literature and 
becomes the focus of attention in this paper. 

In what follows, the Soil and Water Assessment Tool (SWAT) was used to simulate the Karkheh 
River Basin (KRB), the third largest watershed in Iran. Four sources of climate data were used to 
construct six data sets to feed into the model. Our strategy is to explore 1) Is it possible to 
explore dataset with highest performances? 2) If adding more climatological stations enhance the 
results of hydrological simulation and calibration? 3) Which of quantitative and qualitative levels 
of data are more significant for model calibration? 

Materials and Tools 

The SWAT Simulator 
SWAT (Arnold et al, 1998) is a semi-distributed, time continues watershed simulator operating 
on the daily and sub-daily time step. The model has been developed to quantify the impact of 
land management practices in large and complex watersheds in two phases named; land 
hydrological cycle and routing hydrological cycle. SWAT’s hydrological processes include 
simulation of surface runoff, percolation, lateral flow and flow from shallow aquifer to streams, 

http://www.sciencedirect.com/science?_ob=RedirectURL&_method=outwardLink&_partnerName=27983&_origin=article&_zone=art_page&_linkType=scopusAuthorDocuments&_targetURL=http%3A%2F%2Fwww.scopus.com%2Fscopus%2Finward%2Fauthor.url%3FpartnerID%3D10%26rel%3D3.0.0%26sortField%3Dcited%26sortOrder%3Dasc%26author%3DNdiritu,%2520John%26authorID%3D6603019793%26md5%3Dcb9221e3c4eac2fe96ebd1bd4bc71f2c&_acct=C000055174&_version=1&_userid=1884617&md5=65ab22bb9aea1bb077e8d0a7df1a054f
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potential evapotranspiration, and snow melt and transmission loss. Spatial parameterization of 
SWAT is performed through dividing the watershed into subbasins.  

The soil water balance equation is the basis of hydrologic modeling. Surface runoff is estimated 
by a modified Soil Conservation Service-Curve Number (SCS-CN) equation using daily 
precipitation data and soil hydrologic group, land use and land cover characteristics and 
antecedent soil moisture. A more detailed description of the model is given by Neitsch et al 
(2002). In this study; we have used ARC-SWAT 2009 (Winchell et al, 2009) where ArcGIS 
(Version 9.1) was used for project development.  

Calibration and Uncertainty Analysis 

Sensitivity analysis and calibration were performed in terms of monthly discharge values. The 
key parameters were identified through sensitivity analysis and the SUFI-2 (Abbaspour et al., 
2007) algorithm in SWAT-CUP program. The algorithm maps all uncertainty on the parameter 
ranges and tries to capture most of the measured data within the 95% prediction uncertainty. The 
overall uncertainty in the output is quantified by the 95% prediction uncertainty (95 PPU) 
calculated at the 2.5 % and 97.5% levels of cumulative distribution of an output variable 
obtained through Latin hypercube sampling. We have used br2 (Krause et al, 2005) criteria to 
compare the performance of simulated and observed discharge values.  

 

Study Area and Data Preparation 

The Karkhe River Basin (KRB) is located in the south western part of Iran with total area of 
about 50800 km2 (Fig. 1). The catchment is the third largest basin in Iran. The climate of KRB is 
mainly semi-arid with large annual precipitation, ranging from 150 mm in south to 1000 mm in 
the upper karkheh. Nearly two thirds of the basin lie in the mountains (elevations between 1000 
and 2500 m), and the surface and ground water resources are replenished from winter snow falls 
in the high Zagros ranges.  

Data for modeling KRB was put together from different sources. Digital Elevation Model (DEM) 
was extracted from CGIAR-CSI consortium for spatial information with a spatial resolution of 
90 meters (http://srtm.csi.cgiar.org/). The soil map for the study area was obtained from global 
soil map of the Food and Agricultural Organization (FAO) of the united nation. The land use 
map was obtained from USGS Global Land use Cover Characterization (GLCC) database. 

Four sources of climate data were available. The first set (Climate1) with nine climate stations 
was obtained from Iranian Ministry of Energy. The second climate data (Climate2) with 23 
stations were gotten from public Weather Service of Iranian Meteorological Organization 
(WSIMO). Climate Research Unit (CRU) data (Climate3) was the third source. The fourth set 
(Climate4) was from GFDL-ESM2M model. Based on 0.50 *0.50 resolutions, the 32 grid points 
obtained from the last two sources. The positions of all sources are depicted on Figure 1. 

http://srtm.csi.cgiar.org/
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Figure 1. Locations of the Karkheh basin; land use classifications  

 

Six different combinations of climate data (DataSets 1-6) were constructed. DataSets 1-4 were 
constructed using Climate1, Climate2, Climate3 and Climate4 data sets respectively. In DataSet 
5, we put together Climate1 and Climate2 (from local stations) to assess whether adding more 
climate stations would be helpful to enhance model calibration. In DataSet 6, we selected climate 
stations which were better representative of watershed characteristics in terms of simulating 
discharge values. To investigate the significance of input data, their performances of the six data 
sets were compared in term of simulating 12 discharge hydrographs. 

 

Results 

All six datasets were used to build SWAT model of study area and the results were compared 
both before and after calibration processes. The br2 median, 25th, 75th percentiles and also the 
variability in 12 outlets for all six data sets were depicted in Figure 2. As shown, before 
calibration DataSets 4 had the worst performance. DataSets 1&3 have approximately equal 
median. While br2 variations are higher in DataSets 1, the 75th percentile is also higher 
compared to DataSets 3. Comparison of DataSets 1&2 showed that Climate1 with even fewer 
numbers of stations had higher median, 25th and 75th percentiles; means the set is more suitable 
to represent climatological characteristic of watershed. This issue disclosed that more intense 
quantitative information does not necessarily improve model performances.  
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Figure 2. The performance of Datasets 1-6 in discharge simulation before and after Calibration; 

(the red line shows the median and the box show the 25th and 75th percentiles) 

 

An interesting point in comparing the criteria values of different outlets was that DataSets 1 with 
higher median did not work well for the outlets located in upper region of watershed where 
DataSets 2 had much better results. This means that in climate2, the climate stations located in 
upper regions of watershed were better representative of watershed characteristics. For this 
reason, in DataSets 6 climate stations of Climate1 located at the upper regions of basin were 
replaced with Climate2 stations. In this data set the median, 25th and 75th percentiles were much 
improved.  

All results of simulation before calibration showed that there are great variations in performances 
of different datasets in discharge simulations. It suggests that any hydrologic model should be 
evaluated in calibration steps before the results are assessed. In order to calibrate all input data 
sets using SUFI-2 algorithm, sensitivity analysis was performed to select the most sensitive 
parameters related to discharge values (White and Chaybey; 2005, and Abbaspour et al, 2007). 
The parameters are illustrated in Table 1. 

 

Table 1. SWAT parameters included in calibration process 

Parameter 
name Definition Parameter 

name Definition 

CN2.mgt SCS runoff curve 
number GWQMN.gw 

Threshold depth of water in 
shallow aquifer required for 
return flow to occur (mm) 

CH_N2.rte Manning’s n value for 
main channel OVN. hru Manning’s n value for 

overland flow 

CH_K2.rte Hydraulic conductivity 
for main channel ESCO. hru Soil available water storage 

capacity (mm H2 

GW_REVAP.gw Groundwater revap 
coefficient SOL_AWC.sol Soil Water availability 
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After calibration (Figure 2), while the br2 for DataSet 4 improved, it still had the worst 
performances compared with the others. DataSets 1&3&6 performed better. So, from the 6 
datasets, DataSets 4 had worst performance. DataSets 1, 3, 6 had highest and quit similar to each 
other performances. The remaining two sets were in between. 

The behavior of three datasets (DataSets 1&3&6) in simulating three discharge hydrographs 
(Gurbaghestan, Hamidieh and Poldokhtar) with their corresponding br2 values were depicted in 
Figure 3. As shown, the three datasets with similar mean br2 showed different behavior in 
simulating discharge values. The sets with approximately similar br2 values for the whole 
watershed did not show identical behavior in each individual outlet. DataSet3 with br2=0.67 had 
the highest performances in Gurbaghestan station. In Hamidieh station, DataSet1 outperformed 
the others and in Poldokhtar station, DataSet7 performed better. Had  
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Figure 3. The simulated and observed hydrographs of three sets (DataSets 1&3&6) in three 

discharge stations 
 

Conclusion 

The importance of considering uncertainties stemmed from the sources of climate input data was 
discussed in simulation and calibration of the Karkheh river catchment model. Six combinations 
of data sets were constructed from four different sources of climate data and their performances 
were compared in terms of simulating observed discharges both before and after calibration. The 
results showed that adding more climate stations does not necessarily enhance the simulating 
performances. The qualitative nature of data is more crucial and should be more representative of 
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watershed characteristics. Assessing the performances of six datasets before and after calibration 
led to three sets with higher median br2. However, pursuing their behavior in simulating 
discharge stations showed that each set outperformed the others in terms of simulating some 
outlets. This revealed that there are uncertainties in the sources of input climate data which 
influences the simulation results. The corresponding uncertainties will then be emerged in terms 
of final adjusted parameters which will propagate in next management issues. Careful attention 
to uncertainties in the sources of climate data is needed for the modelers at the first stages of 
simulation in any water resources assessment using hydrological models. 
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Abstract 
To determine whether reforestation efforts in the denuded hills have significant impacts on 
hydrology in the Xinjiang River watershed, the authors examined eight land-cover scenarios to 
compare hydrologic responses and to provide a conceptual basis for restoration practices. The 
authors analyzed a 17-year time period using remote sensing to develop land-cover 
classification for the watershed. Climate, soil, and terrain data for the watershed were used as 
input in the SWAT (soil and water analysis tool) to quantify and compare the impacts on 
hydrologic processes. The model was calibrated to a two-year record of stream discharge 
measurements. The results show significant increase in forest-cover on hills (13%). However, 
the hydrological response is not very significant considering the changes in forest-cover, the 
surface runoff and percolation ratios only changed by 2% and 1% over time. Installment of 
earthen irrigation ponds in the outlets of sub-basin with maximum runoff had provided the most 
significant hydrologic improvements and could provide irrigation water to increase crop yield on 
remaining cropland. The study will provide information to the local government to aid decision-
making in sustainable reforestation programs resulting in better hydrologic functioning for 
sustainable water resource management. 

 
Key words: SWAT (Soil and Water Analysis Tool), hydrologic responses, surface runoff, 
percolation, reforestation efforts. 
 

 

 

 

 



Introduction 

China’s massive reforestation plan, a program for re-conversion of farmland to forest called 
“Grain for Green” aimed at increasing perennial vegetation on cultivated land at slope of 25o or 
more by 32 million ha by 2010 (Wei et al., 2008). Reforestation programs in southern China 
began back in the 1950’s when degraded lands were reforested for timber production without 
environmental considerations (Zhou et al., 2002). Since 1975, increased awareness for 
environmental protection as well as the emergence of new markets for forest products promoted 
additional efforts at reforestation with the objectives of restoring degraded natural ecosystems 
(Zhou, et al., 2002). The devastating floods of 1981 and 1998 in the Yangtze River spurred 
hydrological research and motivated China to adopt a policy called the NFCP (Natural Forest 
Conservation Program) (Wei et al., 2008). The objectives of the NFCP include restoring natural 
forests in ecologically sensitive areas such as the headwaters of several large river basins (e.g. 
Yangtze and Yellow Rivers), planting trees for soil and water protection, increasing timber 
protection in forest plantations, banning excessive cutting, and maintaining multiple uses of 
forests (Sun et al., 2008). 

In the 1980’s after most of the existing vegetation was removed for firewood and industrial 
use, the area was called as the “red desert of southern China” (Zheng et al., 2008). These 
denuded hills were reforested in 1998 with species such as masson pine (Pinusmassoniana), 
slash pine (Pinuselliottii), China-fir (Cunninghamialanceolata), and eucalyptus (Eucalyptus 

spp.) (Jiang et al., 2003). These species were planted because of their ability to compete 
successfully on water-limited sites as well as their ability to hold soil in the hills. Despite high 
annual rainfall in southern China, surface and underground water resources are limited because 
of surface runoff during and following loss of high intensity rainfalls during the wet seasons, 
which cause problems of erosion, siltation, and flooding (Zhou et al., 2002). 

The 2011 general forest survey by the department of forestry construction and ecology 
environment indicates that the total forestland area in Jiangxi Province has increased from 
106,287 ha in 1999 to 107,202 ha in 2010 (Provincial Profile of Jiangxi Province, 2011). The 
increase in forestland is thought to be caused by the natural forest conservation and “returning 
farmland to forest” programs in the Yangtze River basin. 

Study of forest and other land-cover changes within watershed is fundamental to a better 
understanding of watershed hydrology. Land-cover is characterized in part by the type of 
vegetation such as forest, agricultural crops, grass, open space, urban, or water. Vegetation type 
directly impacts the amount of evaporation, groundwater infiltration, and surface runoff that 
occur during and after precipitation events. Changes in land-cover alter both runoff behavior and 
the balance that exists between evaporation, groundwater recharge, and stream discharge with 
considerable effects for all water users (Sahin and Hall, 1996). 

This study investigated the impacts of reforestation on hydrology of Xinjiang River Watershed 
using SWAT (soil and water analysis tool) (Neitsch et al., 2000) and remote sensing, with the 
following objectives: 1) to understand the effects of different land-cover and remediation 
scenarios on hydrology and the effects of vegetation on surface runoff in the hilly red soil region 
of southern China; 2) to assess the impact of different land-cover scenarios on surface runoff 
(quick flow) and delayed flow in the Xinjiang river sub-watershed; and 3) to provide a 
conceptual basis for restoration practices. To achieve these objectives, the authors conducted 
temporal and spatial assessments of land-cover changes and their impacts on hydrology by 



quantifying the forest cover, surface runoff, percolation, and stream discharge. Study of the 
impacts of land use conversions on hydrological responses is essential for long-term planning of 
land-use/land-cover to protect water resources as well as to manage water availability (excess or 
scarce) in the watershed effectively. 

Description of Study Area 

The Xinjiang River drains a 6,168 km2 watershed (Figure 1) within Jiangxi Province, which is 
located in southeastern China at 28.500° S and 117.500° E. The Xinjiang river watershed is the 
part of the bigger Poyang lake basin, which faces seasonal fluctuations in water volume.   The 
red soil of the area is formed from arenaceous shale and is approximately 100 cm thick (Zhang et 
al., 2008). According to the Soil Taxonomy of China, this soil is classified as fine loamy, 
hyperthermic, and acidic UdicCambisols (Zheng et al., 2008). The watershed includes two major 
cities, Shangrao and Yintang of Jiangxi province and many rapidly growing city centers along 
the floodplains.  

 
Figure 1. Project Area 

Material and Methods 

Remote Sensing 

The four Landsat TM scenes were obtained from the USGS GLOVIS website 
(www.glovis.usgs.gov). Images were selected corresponding to a year (1992) before and a year 
(2009) after China’s adoption of the NFCP. It was difficult to find cloudless images of the 
summer; so only dry season images were selected for classification. The Landsat scenes were 
pre-processed using ENVI 4.3 (ENVI, 2007). A maximum likelihood-supervised classification 
using user-specified training sites was performed on the two Landsat TM images. The land cover 
map from the 2000 land use survey by the Land Management Bureau of Jiangxi Province was 
also used as a control to find the logical training sites as verified with Google Earth. A land 
cover map with the following classes was derived: (1). Agriculture; (2). Bare soil/barren; (3). 
Dense Forest; (4). Dense Urban; (5). Floodplain; (6). New Forest (reforested area in the hills); 
(7). Paddy Field; (8). Rangeland; (9). Water; and (10). Wetland. 

DEM (Digital Elevation Model) 

The DEM of 30 m resolution was obtained from NASA’s EOSDIS website (NASA, 2011). In 
mountainous areas, major variation in brightness values of pixels in the image can be found 
because of the presence of shadows, which might lead to erroneous land cover classifications 
(Yacouba et al., 2009). Therefore, the DEM (digital elevation model) was used as secondary data 
in the classification process to reduce the classification error and verify the presence and absence 

http://www.glovis.usgs.gov/


of certain land-cover classes in some elevation zones. The DEM was also used in the SWAT for 
stream network and watershed delineation.  

Soil Map and Weather Data 

A soil data map with a resolution of 1:3,000,000 was obtained from a soil survey completed in 
1990 by the Land Management Bureau of Jiangxi Province. The weather data (rainfall, 
temperature, wind speed, radiation, and solar radiation) from 15 stations around the study site for 
the period 2000-2010 was obtained from the NCEP (national centers for environmental 
predictions) (NCEP, 2012). 

Hydrologic Modeling 

The DEM, classified land cover maps, soil map, and weather data for the study area were used 
in the SWAT model to derive responses to hydrological parameters such as surface runoff, 
groundwater percolation, evapotranspiration, and stream discharge for the land cover of 1992 
and 2009. SWAT is a physical-based model operating on a daily time step.  The model divides 
the watershed into hydrological reference units with unique land cover, soil, and slope 
characteristics.  Model parameters for land cover types were obtained from the earlier study on 
the same watershed using the concept of spatial proximity (Wang and Kalin, 2011). 

The simulated flow from the SWAT model was calibrated against monthly discharge 
measurements made over a two-year period using SUFI2 automatic calibration. The calibration 
was performed by iteration and permutation of eight model parameters such as CN2.mgt, 
ALPHA_BF.gw, GW_DELAY.gw, GWQMN.gw, GW_REVAP.gw, ESCO.hru, CH_N2.rte, and 
CH_K2.rte. The model uncertainties were quantified by a measured P-factor, which is the 
percentage of measured data bracketed by the 95% prediction uncertainty (95PPU) (Abbaspour, 
2007). An R-factor, the average thickness of the 95 PPU band divided by the standard deviation 
of the measured data, quantified the strength of a calibration/ uncertainty analysis. For the 
calibration period of 2009 to 2010, R2 = 0.87, NS = 0.83, R-factor = 0.00 and P-factor = 0.50. 
The R-factor of 0 suggests that the simulation exactly corresponded to the observed discharge 
data therefore the calibration was strong. The obtained model efficiency was 0.74. The eight 
parameters estimated from the calibration were then used in predictive simulations of hydrology 
for various land-cover scenarios. 

Land-cover Scenarios 

The effects of land-cover changes on hydrology are derived from comparisons between the 
model results from the previous (1992) and current land-covers (2009) and the six other 
remediation scenarios.  

1. Scenario 1 is the land-cover condition of the year 1992. It represents deforestation of 
natural broad-leaf forest in hills, barren and degraded land along the River (Figure 2, 
left). 

2. Scenario 2 is the land-cover condition of year 2009. It represents reforestation of denuded 
hills and expansion of urban areas along river (Figure 2, right). 

3. Scenario 3 is the land-cover condition when the reforestation in the hills is mechanical 
plantation of pine. 

4. Scenario 4 is when 1-km riparian buffer strips are created along the main river as well as 
all tributaries. The buffer is afforested with broad leaf mixed forests. 

5. Scenario 5 is when 78 km2 of remaining floodplain is converted with broad leaf mixed 

http://www.globalweather.tamu.org/


forest. 
6. Scenario 6 is when 334 km2 of remaining rangeland is converted to broad leaf mixed 

forest. 
7. Scenario 7 is combination of scenario 5 and 6, when both the remaining floodplain and 

rangeland is converted to broad leaf mixed forest. 
8. Scenario 8 is when a total area of 80,000 m2 earthen irrigation ponds is installed in the 

outlet of sub-basins with maximum surface runoff. The thirteen sub-basins with slopes 
greater than 25% were hypothesized to have earthen irrigation ponds of various sizes to 
collect 60% of the precipitation during the flood months June and July for 60 days. 

Results 

Land-Cover Classification  

Landsat TM imagery was used to quantify the changes and delineate land-cover over the 17-
year period from 1992 to 2009. As shown in the table 1, different forest covers dominated more 
than 50% of watershed. The land cover change from 1992 to 2000 is static with small-scale 
changes in all classes except urban/impervious and dense forest areas. There is a continual 
conversion of new forest in 1992 to dense forest in 2009, which is consistent with what would be 
expected; the National Forest Conversion Program lasted from 1998 until 2009, in which time 
some of the new forest matured to become dense forest. The other land-cover such as paddy 
fields, urban/impervious areas and water bodies has increased over time at the expense of 
agricultural land, floodplains, and rangeland. The percentage increase in dense forest and urban 
area are 13% and 7% and the percentage decrease in agricultural land and floodplain are 7% and 
3%.  
Table 1. Land-cover changes in percentage from 1992 to 2009 

Land cover 1992 area in 
km2 

1992 (%) 2009 area in 
km2 

2009 
(%) 

Percentage 
change 

Agriculture 743 12.05 299 4.85 -7.20 
Dense forest 1582 25.65 2396 38.85 13.20 

Dense urban/ Impervious 484 7.85 934 15.14 7.29 
Floodplain 228 3.70 78 1.27 -2.43 
New forest 2131 34.55 1505 24.40 -10.12 
Paddy field 482 7.82 574 9.31 1.49 
Rangeland 

Water 
485 7.86 334 5.41 -2.45 
32 0.52 47 0.77 0.25 

Total 6168 100 6168 100  

 

Accuracy Assessment 

A confusion matrix was created to check the accuracy of the land cover maps. The overall 
accuracy shows that our land classification accuracy was 81% and 91% for 1992 and 2009, 
respectively. The training classes were generated from the land use map (2000) obtained from 
Land Management Bureau of Jiangxi Province. These training classes were used as ground-truth 
information to evaluate the accuracy of classification maps.  



 
Figure 2. Land-cover classification map 

Hydrology 

Stream Discharge 

Figure 3 shows the historical hydrograph and hyetograph for the study period (2003-2010). 
The rainfall and stream discharge amount have fluctuated over the period with an increasing 
trend from 2008 to 2010. There was an increasing trend of peak flow from 2008 to 2010. The 
year 2010 was the year that received continuous heavy rainfall from April through June, which 
inundated the region three times more than the annual average rainfall of previous years (Watts, 
2010). According to Watts (2010), the area was hit by several flash floods following rain events 
throughout three months of heavy rain. The high stream discharge of the Xinjiang River might 
have been derived from its geologic location in the valley between two mountains. The high 
elevation gradient might have caused surface runoff and lateral flow to enter the river much 
faster than in gentle areas. 

.  

Figure 3. Historical hydrograph and hyetograph 

 

Water Flow Components 

Though the reforestation efforts in hills (Figure 5(b): scenario 2) have some impact on surface 
runoff (2%), the quick flow contribution to the River is almost the same. The quick flow in the 
month of June is as high as 248 mm for both scenarios 1 and 2, though surprisingly monoculture 
cultivation of pine in scenario 3 (Figure 4(c)) shows slight damping in the quick flow. However, 
a 1-km riparian buffer along the river showed highly dampened hydrograph (Figure 4(d): 
Scenario 4), the peak flow in the month of June was reduced by monthly average of 40 mm.  



Scenarios 7 and 8(Figure 4 (e and f)) show a dampened curve of monthly average quick flow 
with corresponding increased monthly average delayed flow, suggesting more water availability 
for irrigation and stream discharge in dry season. The increasing curve of delayed flow for both 
the land-cover scenarios suggests lesser probability of immediate floods downstream during the 
wet season. Only about 40% of the precipitation in June and 33% in July becomes quick flow 
with scenario 8 (Figure 4(f)) compared to 53% in June and 44% in July with scenario 2.  

 

Figure 4. Water flow components for scenarios 1, 2, 3, 4, 7 and 8 

 

Water Flux Components 

Water fluxes components for land-cover scenarios 1 and 2 have no strong difference. The 
scenario 3 shows 3% decrease in surface runoff and 2% increase in percolation compared to 
scenario 2 (Figure 5 (b)). The effect of pine plantation on reduction of surface runoff is not very 
strong either. However, when scenario 4 (Figure 5 (c)) is taken into consideration, the surface 
runoff is reduced by 8% and replaced with increased percolation of 5% compared to scenario 2. 
With scenario 7 (Figure 5 (e), reforesting both remaining floodplain and rangelands with broad 
leaf mixed forest), there is 10% reduction in surface runoff as a result of 6% increase in 
percolation compared to scenario 2. The reduced surface runoff caused by increased percolation 
facilitated by vegetation. 

The Xinjiang River sub-watershed is a hilly/mountainous watershed with 13 out of 31 sub-
basins with slope greater than 25%. These steep basins contribute maximum surface runoff. In 
scenario 8 (Figure 5 (f)), 60% of the precipitation from these 13 sub-basins was collected during 
June and July for 60 days-the peak flood period in a total of 80,000 km2 earthen irrigation ponds 
of various sizes within each sub-basin. The hydraulic conductivity through the bottom of the 
ponds was 0.5 mm/hr. The hypothetical installation of irrigation ponds reduced the surface 
runoff contribution by 60.9 mm in the month of June and overall there is 15% reduction in 
surface runoff and 8% increase in percolation compared to scenario 2.  



The water fluxes components for eight land-cover scenarios are summarized as a form of 
hydrological indices in table 2. The average monthly runoff ratio varied across different land-
cover scenarios. The ratio was highest (0.44) for scenario 1, which was the runoff condition in 
the study area before China adopted its reforestation policy. The ratio of base flows to total 
stream discharges has an increasing trend from land-cover scenario 1 to 8.The increased trend of 
base flow is caused by percolation aided by increased vegetation and flow reduction structures 
such as earthen ponds that reduce the amount of surface runoff. The ratio of evapotranspiration 
to precipitation is almost the same across all eight land-cover scenarios; however, the ratio of 
surface runoff to evapotranspiration has a decreasing trend from the land-cover scenarios 1 to 8. 

 
Figure 5. Water flux components for scenarios 1, 2, 3,4, 7 and 8. 

 

 

 

Table 2. Hydrological indices for eight land-cover scenarios 

Scenarios SR/ 
Total flow 

Perc/ 
Precip 

Base flow/ 
Total flow 

ET/Precip SR/ 
ET 

Deep 
recharge/Precip 

Scenario 1 0.44 0.27 0.56 0.35 0.75 0.01 
Scenario 2 0.42 0.28 0.58 0.35 0.74 0.01 
Scenario 3 0.39 0.3 0.61 0.35 0.67 0.01 
Scenario 4 0.34 0.33 0.66 0.35 0.57 0.02 
Scenario 5 0.39 0.3 0.61 0.35 0.67 0.02 
Scenario 6 0.36 0.33 0.64 0.33 0.68 0.02 
Scenario 7 0.32 0.34 0.68 0.35 0.55 0.02 
Scenario 8 0.27 0.36 0.73 0.35 0.46 0.02 



Discussions 

The Xinjiang River sub-watershed has undergone huge forest-cover changes from the original 
natural vegetation of dense mixed broad-leaf forests of Castonopsis-Cinnamomum and Schima 

species with shrubs and ground cover grasses on hills. Most of the natural forests have been 
heavily deforested and replaced by the scattered pines (Pinusmassoniana) and grasses with low 
nutritional value (Cheng-Fan, 1990). To assess the relative impacts on surface runoff, and 
percolation, land-cover of the years 1990 and 2009 as well as six other restoration scenarios were 
simulated with the post-reforestation period of pine plantations (2009-2011) treated as the time 
of calibration.  

Although there is a 13% increase in forest-cover because of the Natural Forest Conversion and 
Grain to Green programs converted, the program’s impacts on the hydrological process have not 
been very strong from 1992 to 2009.  The program began after the 1998 Yangtze River floods, 
which the government blamed on loss of tree cover, although reduction in riparian buffers and 
soil infiltration capacity probably also had a major role. Most of the gains in forests resulted 
from the increase in trees such as pines, eucalyptus, and rubber, not recovery of natural forest. 
This change threatens ecosystem services, particularly watershed protection and biodiversity 
conservation. The reduction in runoff after 11 years of reforestation of denuded hills at the 
Xinjiang River watershed was 12mm. According to Bosch and Hawlett (1982), a 40 mm increase 
or decline in runoff per 10% change in forest cover should have yielded a 52 mm probable 
reduction when the 13% of the land surface was afforested. The reduction in runoff from 
mechanical cultivation of pine and eucalyptus in the hills for forest restoration is much less than 
expected from Bosch and Hawlett (1982) (Bosch and Hewlett, 1982). Pine plantations planted in 
hills to reduce flood risk downstream augmented or replaced with other restoration practices 
apparently reduce over land flow and increase subsurface flow. However, the percolated water 
on steep slopes moves rapidly through the soil and so does not reduce the flow very much. 

Our study suggests that riparian buffer reforestation, restoration of floodplains, conversion of 
rangeland to mixed broad leaf forests, and installation of ponds have much higher hydrological 
impacts by lowering the monthly peak flow and thus reducing flash floods downstream. Our 
study suggests that large-scale watershed-based restoration efforts for hydrological functioning 
are more effective when focused on floodplains and gentle slopes; i.e. restoring rangelands on 
gentle slopes are more effective than highly forested hills. Forested riparian buffer strips of 
mixed broad leaf forests contribute to sustainable land management by reducing soil loss, 
improving water quality, and stabilizing riverbanks. Riparian buffer allows water to soak into the 
ground, thus reducing flash flooding and improving groundwater recharge (Patten, 1998). The 
riparian buffer strip of trees and shrubs also improves aesthetics and wildlife habitat.  

The expanding population centers/ cities in China have directly affected riverside lands that 
once supported riparian ecosystems. Most of the city centers and town are founded along rivers 
because of ready water sources and transportation facilities. Runoff from hardened city centers is 
immediate and intense (Graf, 1988), sometime lowering riparian water tables as it causes 
downcutting in river channels, erosion, and floods. The Xinjiang River watershed is a highly 
diverse environment with mountains, valleys, plains; all play a role in creating opportunities for 
riparian ecosystems and restoration. The study has shown that a 1-km riparian buffer strip has a 
significant hydrological impact compared to the existing land-cover condition of 2009 when 
upland steep areas had been afforested. 



In this study floodplain restoration is a hypothetical scenario, which involves re-establishment 
of the structures and function of an ecosystem by converting the remaining 78 km2 of floodplain 
into a broad leaf mixed forest riparian area. This restoration scenario is 27 times more effective 
than scenario 2. Likewise the restoration scenario of converting the remaining 314 sq.km 
rangeland to broad leaf forest has a much larger impact on the hydrology than leaving the 
rangeland as it is (Sun et al., 2008). In the study of hydrological impacts of eucalyptus and 
indigenous species in southern China by Zhou (2003), the surface runoff coefficients for both 
mixed forest and eucalyptus forest decreased over the period 1981-1990, while the coefficient for 
rangeland showed no such trend.  

Scenarios 1 through 7 yield fewer crops as they require loss of croplands and also require 
moving cities when we all understand that it is highly unlikely that people would move cities. 
However, scenario 8 looks highly promising as another alternative. The hills of the Xinjiang 
river sub-watershed are dissected and they drain quickly. The ongoing reforestation effort has 
been able to reduce the surface runoff from hills by a monthly average of only 2%. So the 
problem of flood and drought still exists. Our study suggests that watershed level water resource 
conservation in mountain/hilly watersheds can be met by building earthen irrigation ponds at the 
outlet of sub-basins where the maximum surface runoff originates to store surface runoff during 
the flood season. Building ponds in sub-basins with slopes greater than 25% and sub-basins 
generating high surface runoff proved very effective at holding water during flood season by 
reducing the flow rate and volume of water, allowing water to percolate and thus reducing 
immediate flow or quick flow - the major contributor of downstream flash flood. The enhanced 
percolation would increase soil water content. Since changes in base flow are driven by increases 
in soil water content, more water would probably be available for use during dry season. The 
pond water making the remaining areas more productive could compensate for the agriculture 
area lost to the ponds. The ponds would benefit water storage for irrigation; most of the paddy 
fields located on the alluvial plain beneath the ponds would be able to obtain more irrigation. 
The ponds can also be used for fish farming and pond peripheries can be used for forage crops 
(Cheng-Fan, 1990).  

Conclusion 

This paper has shown the hydrological impacts of land-cover changes and hypothetical 
restoration scenarios on reducing runoff and risk of flash floods downstream. The specific type 
of watershed restoration facilities such as 1-km riparian buffer strip of broad leaf mixed forests, 
conversion of remaining floodplain and rangeland to broad leaf mixed forest and earthen ponds 
in the outlet of sub-basins with maximum runoff along with existing pine plantation have a great 
bearing on localized hydrologic patterns. These three scenarios show hypothetical changes in 
land use changes within the watershed and have a range of potential benefits for downstream 
hydrologic functioning in the Xinjiang River watershed. Based on improved hydrologic 
functioning, scenario 8 yields the most significant improvements over a large extent of the 
watershed. Scenario 7 also yields significant hydrologic improvements. Scenario 4 yields a 
significant hydrologic improvement, however, it is the most expensive and is also difficult to 
implement. Therefore, based on our evaluation of hydrologic results, scenario 7 and 8 appears to 
be the most beneficial with respect to long-term hydrologic improvements in Xinjing River sub-
watershed. Scenario 8 would be less disruptive to cities and could maintain the agricultural base 
within the basin. 



Acknowledgments 

We gratefully acknowledge funding received from Yale School of Forestry and Environmental 
Studies. The study would not have been possible without the help from Dr. HuaGuo and Dr. Qi 
S. Hu for sharing data from their previous published work in 2008 herein referred a lot. We are 
also grateful to the students of at Nanchang University, and Juijiang Hydrological Center for 
field assistance. Thanks also to Jing Ma for accompanying Ambika Khadka to field and Ellen 
Arnstein for helping edit this paper. 

 

References 

Wei X., G. Sun, S. Jiang, H. Zhou, and L. Dai. 2008. Forest-Streamflow Relationships in China: 
A 40-Year Retrospect. JAWRA Journal of the American Water Resources Association, 44: 

1076-1085. 

Zhou G.Y., J. D. Morris, J.H. Yan, Z.Y. Yu, and S.L. Peng. 2002. Hydrological impacts of 
reafforestation with eucalyptus and indigenous species: a case study in southern China. 
Forest Ecology and Management, 167: 209-222. 

Sun G., S. Liu, Z. Zhang, and X. Wei. 2008. Forest hydrology in China: Introduction to the 
featured collection 1. JAWRA Journal of the American Water Resources Association 44 (5): 
1073-1075. 

Zheng H., F. Chen, Z. Ouyang, N. Tu, W. Xu, X. Wang, and Y. Tian. 2008. Impacts of 
reforestation approaches on runoff control in the hilly red soil region of Southern China. 
Journal of Hydrology, 365 (1): 174-184. 

Jiang Z., S.Y. Zhang. 2003. China’s plantation forests for sustainable wood supply and 
development, in Forestry 03. In 12th World Forestry Congress, Quebec.  

Forestry Construction and Ecology Environment. 2011. Provincial Profile of Jiangxi Province, 
Jiangxi Province, China. 

Sahin V., and M.J. Hall. 1996. The effects of afforestation and deforestation on water yields. 
Journal of Hydrology 178: 293-309. 

Neitsch S.L., J.G. Arnold, J.R. Kiriry, R. Srinivasan, and J.R. Williams. 2000. Soil and Water 
Assessment Tool User’s Manual Version 2000. Texas Water Resource Institute, College 
Station, Texas. 

Guo H., Q. Hu, and T. Jiang. Annual and seasonal streamflow responses to climate and land-
cover changes in the Poyang Lake basin. Journal of Hydrology 355: 106-122. 

Zheng H., F. Chen, Z. Ouyang, N. Tu, W. Xu, H. Miao, and et al. 2008. Impacts of reforestation 
approaches on runoff control in the hilly red soil of Southern China. Journal of Hydrology 
356: 174-184. 

USGS. 2012. USGS Global Visualization Viewer (GloVis). EROS (Earth Resources Observation 
and Science Center). Available at http://www.glovis.usgs.gov.  

ENVI. 2007. ENVI User’s Guide, Version 4.3. ITT Visual Solutions, Boulder, Colorado, 
unpaginated (installation) CD-ROM, 2007. 



NASA.  2011. EOSDIS (Earth Observing System Data and Information System) Version 
10.70.05. Avialable at www.echo.nasa.gov/reverb. 

Yacouba D., H. Guangdao, and W. Xingping. 2009. Assessment of land use cover changes using 
ndvi and dem in puer and simao counties, Yunnan Province, China. World Rural 
Observations 1 (2): 1-11. 

NCEP (the National Centers for Environmental Predictions). 2012.  CFSR (Climate Forecast 
System Reanalysis), Global Weather Data for SWAT. Available at www.globalweather.tamu.org.  

Wang R., and L. Kalin. 2011.  Modelling effects of landuse/ cover changes under limited data. 
Ecohydrology 4: 265-276. 

Abbaspour K.C., J. Yang, I. Maximov, R. Siber, K. Bogner, J. Mieleitner, J. Zobrist, and R. 
Srinivasan. 2007. Modeling hydrology and water quality in the pre-alpine/ alpine Thur 
watershed using SWAT. Journal of Hydrology 333(2-4), 413-430. 

Watts J. 2010. China devastated by floods. The Guardian 2013. Available at 
www.guardian.uk.co/world/2010. 

Cheng-Fan X. 1990. Better land use and reclamation of red soil hilly region of southern China. 
Geo Journal 20 (4): 365-368. 

Bosch J.M., and J.D. Hewlett. 1982. A review of catchment experiments to determine the effect 
of vegetation changes on water yield and evapotranspiration.  Journal of hydrology 55 (1): 
3-23. 

Patten T. 1998. Riparian Ecosystems of semi-arid North America: Diversity and Human Impacts. 
Wetlands 18(4) 498-512. 

W.L. Graf. 1988.  Fluvial Processes in Dryland Rivers. New York, NY: Springer-Verlag. 
  



Please submit paper in its final format to be included in conference proceedings.  
Papers will not be edited by the Conference Organizing Committee. 

 

      Modeling flow and pesticide transport through surface              
water diversions in the California Central Valley  

 
Lauren Padilla 

Stone Environmental, Inc., Montpelier, Vermont, lpadilla@stone-env.com. 
 

Michael Winchell 
Stone Environmental, Inc., Montpelier, Vermont, mwinchell@stone-env.com. 

 
Natalia Peranginangin 

Syngenta Crop Protection, LLC, Greensboro, North Carolina, 
natalia.peranginangin@syngenta.com. 

 
 

Abstract 
 
The watershed of the California Bay-Delta encompasses a large, complex network of engineered 
structures for flood control, irrigation, and drinking water; often transporting surface water to 
destinations hundreds of miles away. These diversions are substantial in magnitude, may be highly 
variable in time, and lack monthly or seasonal patterns. Accurately modeling surface water 
diversions including the simultaneous transport of nutrients and pesticide mass is critical to 
understanding the fate and transport of such chemicals and to better predict their concentrations 
throughout the watershed. Currently, the Soil and Water Assessment Tool (SWAT) model transfer 
scheme permits a constant daily transfer amount or a constant fraction of flow. Our work enhances 
the existing transfer operation by allowing daily or monthly time series of diverted flow rates to 
represent the appropriate temporal variability in transfers. Diverted pesticide mass is computed 
based on the ratio of diversion to overall flow rates. We use this modified scheme to model 9 daily-
time-series and 24 monthly-time-series of flow and pesticide mass transfers throughout the Central 
Valley using California Department of Water Resources and U.S. Geological Survey data. This 
includes flood water spillage over weirs along the Sacramento River, and Sacramento and San 
Joaquin River water movement to federal and state pumping facilities that export up to half the total 
Delta inflow. Comparison with USGS gage data shows that the modified transfer scheme improves 
simulation of surface flow and mass concentrations in nearly every major reach in the watershed. 
 
Keywords: SWAT, California Delta Model, Central Valley Model, diversions, transfers, flood control, 
pesticide  
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Introduction 
 
The California Bay-Delta is an important estuary habitat as well as a major source of drinking 
water for the people of California. Within the Delta watershed lays the intensely-agricultural 
Central Valley region. Watershed-scale models of this region are needed to predict the 
concentrations of pesticides found in Delta water bodies for ecological risk assessments and 
regulatory decision making. However, the complex network of engineering controls on surface 
water flow in and around the Delta presents a challenge to accurately modeling flow rates and 
pesticide concentrations. 
 
Engineering controls, like flood control structures, irrigation canals, and pumping plants can 
divert water hundreds of miles from its point of origin and even out of the watershed entirely. 
The volume of water diverted by these structures is substantial, for example, flood water spillage 
over weirs could be more than half the total flow above the weir. The magnitude of diversions 
may fluctuate daily and without following any particular temporal pattern. 
  
The current version (2012, revision 589) of the Soil and Water Assessment Tool (SWAT) 
watershed model (Arnold, et al., 1998) has some capability for modeling diversions from the 
natural flow. One option allows the transfer of a constant volume of water into or out of a 
particular reach to be specified. A second option is to define a constant fraction of the natural 
flow to divert. A third option allows specification of a minimum flow rate to maintain in the 
reach. None of these options completely addresses the variable and unpredictable nature of many 
of the diversions in the Delta watershed.  
 
This paper introduces a new transfer method for the SWAT model that processes monthly or 
daily diversion time-series to account for the temporal variability in flows through Central 
Valley and Delta control features. Along with the time-varying flows, a proportional amount of 
dissolved and suspended masses including pesticides, sediment, and nutrients, are also computed 
and transferred. The details of the implementation and use of the transfer method are explained 
in the next section. Following this, the method is applied to a SWAT model of the Delta 
watershed. Although this application focuses on pesticide transfer, it is illustrative of the broader 
capabilities of the new transfer method for additional masses transported through the watershed. 

 
Time-Varying SWAT Transfer Scheme 
 
The original SWAT transfer scheme was expanded to include the option to divert a time-varying 
portion of stream flow from one reach to another or out of the watershed entirely. The amount to 
transfer is specified by the modeler as daily or monthly time-series of diverted flow rates. The 
model’s transfer routine is executed on a daily time-step. First, the routine verifies the source 
reach can supply the transferred amount to ensure remaining flow cannot become negative. If the 
flow rate of the source reach is smaller than the desired diversion flow rate, the diversion rate is 
limited to what the source can supply. Next, the routine calculates the ratio of diverted flow to 
total source flow before the diversion. This diversion ratio will always be less than or equal to 
one. Using this ratio, the routine calculates the amount of sediment, nutrients, pesticides, and 
other masses already suspended or dissolved in the reach that will be diverted to other parts of 
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the watershed. Assuming the amount of mass diverted is proportional to the flow volume 
diverted, the total mass is multiplied by the diversion ratio to get diverted mass. The mass 
remaining in the reach is updated by subtracting the diverted mass. 
 
The transfer routine is executed after the in-stream processes and stream routing for each reach 
which effectively withdraws the transferred flow and mass from the bottom of the reach. This 
means that the amount removed from the reach is a function of whatever entered the reach via 
land processes or other inputs during the current time-step. The transferred flow and mass is 
added to its destination on the next time-step before routing. This effectively adds the flow and 
mass at the top of the reach where it will be joined by incoming mass from sources like runoff or 
spray drift to be included in stream processes and routing.  
 
To activate the transfer scheme, the transfer command is called in the watershed configuration 
file (fig.fig). Each transfer command corresponds to an input file with a daily or monthly time-
series of diversion flow rates that follows the same fixed format as point source input files. Note 
that all diversion flow rates in this input file must be negative. Additionally, there cannot be any 
missing data; gaps in observed flow data must be estimated. For short periods of time, missing 
data could be estimated by linear interpolation. Longer missing data periods could be filled in 
with data from years with similar seasonal rainfall amounts. The transfer scheme may be used 
along with other reach commands such as the daily or monthly point source commands, recday 
and recmon. The transfer command is issued after any additional flow or mass has been added 
from point sources. The transfer command has eleven input parameters occupying two rows of 
the fig.fig file. From left to right, the parameters are listed in Table 1.  
  
Table 1 Transfer Parameters 

Field Description Possible Values Format 
Row 1  

Field 1, spaces 1-10 Command name “transfer” I6 
Field 2, spaces 11-16 Command code Transfer=4 I6 
Field 3, spaces 17-22 Source water body type 1=reach, 2=reservoir I6 
Field 4, spaces 23-28 Source reach number 1 to number of subbasins I6 
Field 5, spaces 29-34 Destination water body type 1=reach, 2=reservoir I6 
Field 6, spaces 35-40 Destination reach number 1 to number of subbasins, 

 -9999 for outside watershed 
I6 

Field 7, spaces 41-46 Hydrograph number of source 
reach after route, before transfer 
(transfer type 4) OR flow 
amount transferred (transfer 
types 1-3) 

1 to number of hydrograph ids 
(transfer type 4) OR flow 
fraction or volume (transfer 
types 1-3) 

F6.3 

Field 8, spaces 47-55 Transfer type 1=fraction, 2=minimum, 
3=fixed,4=time-varying 

I9 

Field 9, spaces 56-58 Transfer identification number Unique integer I3 
Row 2  

Field 1, spaces 11-14 Starting month of transfers1 1 to 12 I4 
Field 2, spaces 15-18 Ending month of transfers1 1 to 12 I4 
Field 3, spaces 19-22 Hydrograph number of source 

reach after transfer 
1 to number of hydrograph ids I4 

1. Month is used to specify start and end period for transfers whether inputs are monthly or daily. Typically, for continuous time series spanning 
several years, starting month would be 1 and ending month would be 12. 
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The two excerpts from the watershed configuration file for the Delta SWAT model in Figure 1 
demonstrate how to use the time-varying option of the modified transfer scheme. The top panel 
(A) is an example of commands for a headwater, reach 181, with daily diversions to reach 185. 
The recday command is called after routing to indicate the transfer amount is read from file 
181p.dat and stored at hydrograph number 629. The add command sums the negative transfer 
amount with the route output flow stored at hydrograph number 628 to remove the transfer 
amount from the source reach. After the add command, the transfer command is called to 
complete the transfer by removing pesticide and other mass from the source reach and staging 
the flow and masses to be added to reach 185 on the next time step. The value of 4 in the second 
field indicates use of the time-varying option. Values of 1 in fields 3 and 5 mean the source and 
destination water bodies are of type reach. The unique identification number of 6 in field 9 
means that this is the 6th transfer in the fig.fig file so far. Field 7, the hydrograph number for the 
routed flow before the transfer is made, is always the same as the hydrograph number for the 
route output (route field 3). Note that the decimal point in field 7 is required for the number to be 
read in properly because for the non-time-varying transfer types (transfer types 1-3), the 
expected value is a decimal amount transferred.  
 

The bottom panel (B) of Figure 
1 is an example of the 
watershed configuration file 
commands for a reach that also 
includes a daily point source 
input. Notice that the point 
source is summed with the 
current stream flow before 
routing while the monthly 
point source associated with 
the transfer occurs after 
routing. Also note that in this 
example, the diversion is 
directed to a destination 
outside of the watershed which 
is signaled by the use of -9999 
in the destination field. 
There is currently no 

ArcSWAT capability for managing input file updates for transfers. However, a python script has 
been developed to automate fig.fig updates by reading in transfer parameters, inserting transfer 
commands in the correct positions, and shifting hydrograph numbers accordingly.  
 

California Bay-Delta SWAT Model 
The time-varying transfer scheme was applied to a SWAT model of the California Bay-Delta 
watershed. The Delta SWAT Model was developed as a tool to predict the magnitude and 
distribution of chemical concentrations in the water bodies flowing into the Delta-region, (see 
Delta boundary shown in Figure 2). The spatial extent of the model was designed to capture the 

 
Figure 1 Example fig.fig File with Transfer Command 
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majority of the upstream historic 
pesticide use areas while keeping the 
model’s computational complexity to a 
manageable level.  

 

The full watershed extent as defined by 
the combined California Watershed 
Boundary Dataset (CA WBD) (USGS, 
2012) hydrologic unit code (HUC) 
boundaries is shown in Figure 2 along 
with annual-average total historic use 
of agricultural, residential, and 
municipal pesticides by county in the 
period 2000-2011. The SWAT Model 
domain covered the fraction of the full 
watershed with past pesticide use on 
agricultural and developed land below 
water supply/flood control reservoirs 
in the foothills around the Central 
Valley. The reservoir outflows were 
modeled as point source inlets of 
freshwater at the perimeter of the 
modeled area using daily USGS 
observations. The 24 inlets, shown in 
Figure 3, account for 40% of the full 
watershed drainage area, significantly 
reducing the remaining watershed area 
to be modeled.  

With the exception of the two southern 
most counties in the full watershed 
extent, the modeled area included the 
counties with the highest historic 
pesticide use. Most of Kings county 
and all of Tulare and Kern counties 
were excluded because these counties 
are only hydrologically connected to 
the Delta region when flood water, 
assumed to originate from the Kings 
River upstream of the heavy use areas, 
flows to the San Joaquin River at 
Mendota Pool (KRCD & KRWA, 
2003).  

 

 
Figure 3 Delta SWAT Model  

 
Figure 2 Historic Annual Pesticide Use by 
California County 
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Using the 30m-resolution NHDPlus Version 2 hydrologically conditioned digital elevation map 
(Hydro-DEM) (McKay, et al., 2012), the modeled area was delineated into 344 subbasins 
ranging in area from 0.01 to 1000 km2 with an average area of 140 km2. The use of the Hydro-
DEM led to subbasin boundaries that primarily followed the CA WBD 12-digit HUCs. The 
modeled area, subbasin boundaries and corresponding reaches, and point source inlet locations 
are shown in Figure 3. 

 

The Model was further delineated into 37,000 hydrologic response units (HRUs), unique 
combinations of soil type, land use, and slope. The soils dataset was the 1:25,000-scale Soil 
Survey Geographic (SSURGO) database ((NRCS), 2012). The land use data was derived from 
five years of data from the 30m-resolution Cropland Data Layer (CDL) between 2006-2010. 
Eleven different generalized land use classes were created by grouping like CDL land uses and 
crop classes. Two slope classes were defined as 0-5, and 5-9999. Minor soil and slope classes 
within each subbasin were lumped together with the more dominant classes using a 5% threshold 
for each. This meant that for a given land use within a subbasin, the soil had to occupy a 
minimum of 5% of that land use area to be included as a distinct HRU. Similarly, for a given soil 
and  land use within a subbasin, the slope class had to occupy a minimum of 5% of that soil and 
land use area to be included as a distinct HRU . 

The model was simulated for the 30 year time period between 1981-2010 with daily precipitation 
and temperature data from the National Climatic Data Center Global Historical Climatology 
Network (NCDCa, 2012) and Integrated Surface Database (NCDCb, 2012) datasets and the 
California Irrigation Management Information System (DWR, 2012). The 51 and 48 weather 
stations with the most complete temperature and precipitation records, respectively, were used to 
capture the heterogeneity in weather across the large modeled watershed area. 

Diversions 
 

Three main diversion 
types were included in the 
Delta SWAT model: 
Spillage over flood control 
structures or weirs along 
the Sacramento River 
between Colusa and 
Sacramento, water exports 
to federal and state 
pumping facilities from 
Mokelumne, Old and 
Middle river channels 
inside the Delta, and 
irrigation diversions from 
major reaches throughout 
the watershed via canals 

 
Figure 4 Monthly Average Colusa Basin Drain Diversions 
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and ditches. There were 33 diversions in total with 9 from daily-averaged U.S. Geological 
Survey gage data and 24 from monthly-averaged California Department of Water Resources 
data.  

 

The monthly diversions were mainly related to irrigation; these are shown in Figure 3 as 
Diversion Locations. The monthly average irrigation diversions from the Colusa Basin Drain for 
each year, between 1981-2010, shown in Figure 4, exemplify the need for a time-varying transfer 
scheme. No single year of data would adequately represent the entire simulation period. 

 

Daily flow data was used to model controlled flood flows along the Sacramento River. Daily 
gaged flow over Colusa, Moulton, and Tisdale weirs was transferred from the Sacramento River 
to Sutter Bypass and routed down the bypass until it re-joined the Sacramento near Fremont. 
Spillage at Fremont and Sacramento weirs was transferred to Yolo Bypass. All transferred water 
re-joined the main-stem Sacramento River by the time it reached Rio Vista. Weir locations are 
shown in Figure 5. 

 

The export water leaving the Delta at the 
State Water Project and Central Valley 
Project facilities was also modeled using 
daily time-series. Water was drawn from the 
Sacramento River and San Joaquin River 
near the pumping plants at a ratio of three to 
one based on observations. The Sacramento 
export water was transferred and routed 
down the Mokelumne River at the Delta 
Cross-Channel. When the water joined the 
San Joaquin River, it was transferred again 
and routed in reverse through the Old and 
Middle Rivers, ultimately exiting the 
watershed to simulate removal at the pumps. 
The Middle River received 50% of the total 
export flow rate and 40% of the export rate 
moved up the Old River. The remaining 10% 
of the Delta export rate was withdrawn from 
the San Joaquin River near the entrance to 
the Contra Costa Canal. Points through 
which exports were routed are also shown in 
Figure 5.  

  
Figure 5  Delta SWAT Model Daily Transfer Locations 
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A comparison of the total flow rate for all Delta exports by pumping stations to the net Delta 
outflow, in Figure 6, shows that during non-peak times, the two flows are the same order of 
magnitude. This is further evidence that resolving the time-varying export flows is critical to 
model accuracy. 

 

A complete listing of the daily 
time-series transfers related to 
flood control and Delta exports 
indicating the model 
identification number of the 
source and destination 
subbasins (where applicable) is 
provided in Table 2. All other 
diversions using monthly time-
series, primarily related to 
irrigation, are listed in Table 3 
and represented on the map in 
Figure 3. The substantial 
amount of surface water moved 
around the basin by engineering 
controls highlights the 
importance of accounting for 
transfers accurately in the Delta SWAT model. 
 

Table 2 Flood Control Transfers and Delta Exports 
Description Source Subbasin Destination Subbasin 
Flood Control transfers to Sutter Bypass 97 107 
Fremont Weir spillage to Yolo Bypass 122 144 
Sacramento Weir spillage to Yolo Bypass 138 146 
Delta Cross Channel transfer from Sacramento to North Branch 

 
174 181 

Delta Cross Channel to South Mokelumne 181 185 
South Mokelumne through little potato slough to San Joaquin River 185 193 
CVP/SWP pumping from San Joaquin after Mokelumne 187 202 
Contra-Costa Canal (CCC) exports 190 out of watershed 
CVP/SWP pumping down Middle River 202 195 
 

 
Figure 6 Comparison of Delta exports and net outflow 
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Table 3 Diversion Flow Rates by Subbasin 
Subbasin Average (m3/s) Maximum (m3/s) Minimum (m3/s) 
14 11 39 0 
42 4 13 0 
35 28 88 0 
97 4 15 0 
104 9 27 0 
103 4 12 0 
127 6 23 0 
114 6 29 0 
125 21 79 0 
118 36 98 0 
143 8 20 1 
142 0 1 0 
148 9 26 1 
165 0 2 0 
188 3 11 0 
201 1 3 0 
219 6 19 0 
221 8 19 0 
233 35 86 0 
227 1 2 0 
244 19 56 0 
248 3 8 0 
286 1 10 0 
304 2 18 0 
315 6 19 0 
333 2 14 0 
183 44 149 0 
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Results 

The model was run both with and 
without the diversion scheme. A 
comparison of the two sets of results 
showed that transfers improved the 
prediction of both spatial and temporal 
aspects of the Delta hydrology and 
distribution of pesticides. One particular 
model area that saw improvement in the 
prediction of pesticide concentrations 
due to improved accounting of flow 
volumes in the reaches is shown in 
Figure 7. Without transfers, the natural 
flow down the Old and Middle rivers 
would carry higher mass flows from the 
San Joaquin County pesticide use area 
toward the San Joaquin River. With 
transfers, the effects of the Banks and 
Jones pumping facilities were modeled. 
Flow was directed away from the San 
Joaquin River, diluting chemical 
concentrations in the Old and Middle 
rivers, and ultimately exported from the 
watershed along with the carried 
chemical. 

An example of improvement in the 
magnitude and timing of flow is shown 
for the Old River by comparison of 30 years of USGS observed data with modeled data in Figure 
8. The model result for the Old River’s natural outflow was orders of magnitude smaller than the 
flow drawn up the river toward the Banks and Jones plants. Whereas the result after applying the 
series of San Joaquin and Sacramento River diversions was a good approximation to the 
observed flow in most years between 1981-2010 with the exception of flood years 1995-1998 
and 2006. During flood times San Joaquin overflow may be directed down the Old and Middle 
rivers, far exceeding the export flow rates. The model cannot simulate reaches with flow in two 
directions, so the peak flood flows were not captured. 

The time-varying transfer scheme also significantly benefited flow calibration throughout the 
watershed. Recognizing and properly accounting for diversions before attempting calibration 
avoided overcompensating for model-observation discrepancies with gross parameter 
adjustments, saving time and leading to better calibration statistics. For example, in Figure 9, the 
results of model calibration against USGS data with and without transfers in place are shown for 
a segment of the Sacramento River downstream of the three major flood control structures. The 
Nash-Sutcliffe efficiency, percent bias, and ratio of root mean square error to observed standard 
deviation calibration metrics were all well within the ranges recommended in Moriasi, et al., 
2007.    

 
Figure 7 Old and Middle River Region 
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Figure 9 Comparison of modeled and observed flow at Sacramento 

 River Below Wilkins 

 
Figure 8 Comparison of modeled and observed Old River flow 
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Conclusion 

This paper introduced an expansion of the transfer scheme options in the SWAT model to 
account for daily and monthly variation in diversion flow rates. The scheme is implemented by 
adding transfer commands to the watershed configuration file and constructing input files with 
time-series of negative flow rates.  

The time-varying transfer scheme was shown to improve spatial and temporal accuracy of model 
hydrology and consequently improve estimates of dissolved and suspended pesticide and other 
masses in the CA-Delta SWAT model. The scheme was particularly beneficial to this large-scale 
watershed model encompassing the California Central Valley due to the large number of 
engineering controls on surface water there. However, the technique depends on the availability 
of high quality flow observations. Several days to several months of missing data required the 
use of estimation techniques to build complete time-series for the Delta Model transfer inputs. 
Future work could involve the development of a more dynamic model for transfers to alleviate 
the need for complete data. 
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Abstract 
A model evaluation for the whole discharge time series leads to an overall assessment of the model 
performance. However, temporal differences in the model performance, i.e. for different parts of the 
hydrograph, were not considered. Furthermore, model components which are the origin of the poor 
performance cannot be detected with classical model evaluation approaches. 

In this study, the temporal dynamics of parameter sensitivity and model performance were 
investigated for the Treene lowland catchment in Northern Germany. A temporal sensitivity analysis 
was carried out to determine variations in the dominance of model parameters. Periods with poor 
performance were detected with an analysis of temporal variations in the values of different 
performance measures. By relating periods of poor model performance to the dominant parameters 
in these phases, the origin of these model errors can be identified.  

The temporal analysis of the parameter sensitivity illustrates that the sensitivity varies within the 
discharge time series. The three groundwater parameters (GW_DELAY, ALPHA_BF, RCHRG_DP) 
dominate in peak and recession phases while the evaporation parameter ESCO is dominant in 
baseflow and resaturation phases. By temporally analyzing the model performance, three clusters 
which are characterized by different values of six performance measures were separated and related 
to different phases of hydrograph. The worst performance was found for the baseflow cluster. 

Thus, the groundwater module was determined as the part of SWAT with the highest potential for 
model improvements. In this way, the proposed temporal diagnostic analyses improve the 
understanding of SWAT. 
 
 
Keywords: temporal diagnostic analysis, sensitivity analysis, model performance  
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Introduction 
 
Hydrological models can be seen as learning tools to obtain a better understanding of 
hydrological processes and their representation in models (Reusser et al., 2009). With diagnostic 
model analysis, the relationship between the model structure and the hydrologic behavior of a 
catchment can be investigated (Gupta et al., 2008). The goal of diagnostic analysis is to detect 
dominant hydrological processes and patterns. In a diagnostic model analyses several 
performance measures and a high temporal resolution are considered (Yilmaz et al., 2008). A 
high temporal resolved analysis provides results which cannot be detected when analyzing the 
whole time series (Wagener et al., 2003). 
In this study, a joined temporal analysis of parameter sensitivity and model performance based 
on an approach of Reusser and Zehe (2011) are applied to the SWAT model (Arnold et al., 
1998). The goal of this study is to improve the understanding of hydrological processes in the 
Treene lowland catchment and to detect dominant processes which are not adequately 
represented in SWAT (Guse et al., 2013). 
 

Study area and data 
 
This study was carried out in the Treene lowland 
catchment in Northern Germany. The hydrological 
station Treia was selected as catchment outlet 
resulting in catchment size of 481 km². Four 
climate stations from the STAR model dataset 
(Orlowsky et al., 2008) were used as input for 
SWAT. The Treene catchment is mainly covered 
by agricultural areas with low percentages of forest 
and urban area coverage (Fig. 1). 
 
Fig. 1: Land use and hydrological stations in the Treene catchment 
(from Guse et al., 2013). 

Model and methods 

SWAT model parameters 
 
Eight SWAT model parameters were 
selected for the temporal analyses. 
These parameters capture the major 
processes in the study catchment. The 
role of the eight parameters is shown in 
the SWAT model concept in Fig.2. 
 
Fig. 2: SWAT flowchart. Storages are shown with 
boxes and processes with circles. Model parameters 
are highlighted in blue (from Guse et al., 2013). 
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Temporal diagnostic analyses 
 
The temporal diagnostic analysis includes three steps as presented in Fig. 3. 
 

 
Fig. 3: Concept of the joined temporal model diagnostic analysis of parameter sensitivity and model performance (modified 
from Guse et al., 2013). 

1. Temporal dynamic of model performance (TEDPAS) 
 
Temporal variations of dominant model parameters were investigated by a temporal analysis of 
parameter sensitivity (TEDPAS) (Reusser et al., 2011). TEDPAS aims to detect dominant model 
parameters and thus differs from classical approaches of sensitivity analyses. A Fourier 
Amplitude Sensitivity Test (FAST) (Cukier et al., 1975) was used to estimate the first-order 
partial variance of each model parameter. Based on this, the dominant model parameters were 
estimated for each time step. For this analysis, the R-package FAST was used (Reusser, 2008). 

2. Temporal dynamic of model performance 
 
Time periods with good/poor model performance are detected by temporal analysis of model 
performance (Reusser et al., 2009). For this, a large set of performance measures was calculated 
with a moving window approach for each time step. The vectors of performance measures were 
classified by using Self-Organising Maps (SOM) and a fuzzy c-means clustering. Thus, temporal 
reoccurring patterns of typical model performance were obtained by using the R-package TIGER 
(Reusser, 2011). 

3. Joined temporal analyses 
 
Dominant parameters in periods of poor model performance are detected by a joined temporal 
analysis of both methods (Reusser and Zehe, 2011). For each cluster, all days were selected 
which have a fuzzy membership larger than 0.5. The parameter sensitivity was estimated 
separately for the four clusters (Guse et al., 2013). 
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Results 

Temporal dynamic of parameter 
sensitivity 
 
Fig. 4 shows the results of TEDPAS for the 
station Treia in four sub-plots for the different 
processes.  
The surface runoff parameters CN2 and SURLAG 
are only rarely sensitive but have then a high 
sensitivity, especially in phases of high 
precipitation. 
In contrast, the groundwater parameters 
GW_DELAY and ALPHA_BF are sensitive for 
longer periods. Whereas GW_DELAY dominates 
in recession phases, ALPHA_BF has a high 
sensitivity in recession and baseflow periods. 
RCHRG_DP is in particular sensitive under high 
flow conditions. 
The evaporation parameter ESCO has its highest 
sensitivity in baseflow and resaturation phases. 
 
Fig. 4: Temporal dynamics of parameter sensitivity shown as 
first-order partial variance (modified from Guse et al., 2013). 

Temporal dynamic of model performance 
 
Three different clusters of typical 
model performance were 
distinguished. The normalized values 
of the performance measures vary 
between these three clusters (Fig. 5). 
These clusters are roughly related to 
the hydrograph phases and explained 
step-by-step as follows (Fig. 6). 
Cluster A is related to discharge 
peaks. Whereas the peak dynamics are 
well performed (see in CE in Fig. 5), 
the measured discharge is 
underestimated (see PDIFF). 
 

Fig. 5: Boxplots of performance measures different clusters (from Guse et al., 2013). PDIFF=peak difference, RMSE=root 
mean square error, MRE=mean relative error, CE=Nash-Sutcliffe Efficiency, LCS=Longest common sequence, SMSE=scaled 
mean square error. 
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Cluster B belongs to the recession 
phase. All six performance measures 
have good results for this cluster. 
Cluster C is related to the long dry 
periods and the resaturation phase. 
These periods are characterized by an 
underestimation of the measured 
discharge time series (see PDIFF in 
Fig. 5). The discharge dynamic is not 
well reproduced (see LCS). There are 
high deviations between measured 
and modeled discharge time series 
(see MRE). 
 
Fig. 6: Comparison of simulated and measured 
discharge time series. The contribution of the 
three clusters for each time step is emphasized 
by the colour intensity (from Guse et al., 2013).  

Joined temporal analyses 
 
The joined analysis of parameter sensitivity and model performance shows that the clusters A 
and B are dominated by 
the three groundwater 
parameters 
(ALPHA_BF, 
GW_DELAY, 
RCHRG_DP (Fig. 7). 
Cluster C is 
characterized by high 
sensitivities of ESCO, 
ALPHA_BF and 
GW_DELAY. 
 

Fig. 7: Boxplots of temporal parameter sensitivities separately shown for all days with fuzzy memberships to a cluster of 
more than 0.5 (from Guse et al., 2013).  

Conclusion 
 
A joined temporal analysis of parameter sensitivity and model performance was applied to 
SWAT. The temporal dynamic of parameter sensitivity shows that the periods of high parameter 
sensitivity is related to the active phases of the corresponding process. Groundwater and 
evaporation are the dominant processes in the Treene lowland catchment. The six performance 
measures provide a representative characteristic of the model performance and support the use of 
several performance measures. The classification of the vectors of performance measures leads 
to three different clusters which represent three different phases of the hydrograph. The worst 
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performance was detected for the cluster C in which ESCO and ALPHA_BF are the dominant 
parameters.  

Based on these results, we assumed that the concept of the groundwater module in SWAT is too 
strongly simplified for an application in lowlands and needs to be improved. 
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Abstract 
 
The groundwater contribution to river discharge in North German lowlands is a key factor for a 
reasonable representation of the water balance, because of a strong interaction between near-
surface groundwater and rivers. The winter season is characterized by high discharge conditions 
whereas the end-summer tends to distinctive low flow periods. Several studies revealed that the 
SWAT model may cause poor model performance for low flow periods, which are mainly controlled 
by groundwater. The reason could be the complexity of the processes in groundwater-dominated 
lowlands, which cannot be fully reproduced with one single contributing groundwater aquifer. 
Considering the non-linearity of the baseflow process, it is favourable to adapt the groundwater 
module of the SWAT model. In our investigations we divided the shallow aquifer to simulate a fast 
and a slow flow component of the groundwater and used the deep aquifer to account for water, 
which percolates into deep geologic formations. The new SWAT version leads to good prediction of 
the overall discharge especially for the recession limbs and the following low flow periods. This is 
reflected in the signature measures for the mid segment (PBIAS: -2.4% vs.   -15:9%) and the low 
segment (PBIAS: 14.8% vs. 46:8%) of the flow duration curve.  
 
Keywords: low flow, recession, groundwater, lowland, baseflow 
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Introduction 
 
Hydrological models are used to address questions of water quality and water quantity in practice 
and science (Borah and Bera, 2003). For an integrated modeling of water and nutrients, the 
discharge components have to be represented with its connected processes as adequate as 
possible.  

One important process in many lowlands is the groundwater interaction with the river. Shallow 
groundwater tables result in a groundwater flow, which is often the major contributor to stream 
flow (Gonzales et al., 2009; Schmalz et al., 2008a; Hattermann et al., 2004; Wittenberg, 2003). 
Describing complex interactions between groundwater storages and the resulting baseflow into 
the stream is an ambitious challenge. Nathan and McMahon (1990) revealed that baseflow is 
more a conceptual convenience than precise description of the natural processes. Numerical 
analyses of streamflow recessions showed, that a simple linear reservoir model does not 
represent the recession curve adequately (Fenicia et al., 2006). Many investigations concluded 
that an appropriate description of the base flow recession is not a single exponential function and 
thus there is a need of several storage reservoirs (Brandes et al., 2005).  

The eco-hydrological Soil and Water Assessment Tool (SWAT, Arnold et al., 1998) has a wide 
range of application (Krysanova and Arnold, 2008; Gassman et al., 2007; Arnold and Fohrer, 
2005), and was also used in several prior studies of the North German lowlands (Guse et al., 
2013;Koch et al., 2013;Kiesel et al., 2010; Schmalz et al., 2008b). Several investigations with the 
SWAT model revealed limitations by modeling groundwater dominated discharge. Wu and 
Johnston (2007) found underestimated baseflow for dry years in a Great Lake watershed. Koch 
et al. (2013) reported that the baseflow and peak flows were constantly overestimated by the 
model. Additionally Watson et al. (2003) showed problems of baseflow recession rates, as the 
recession limb of the predicted discharge was much higher than the observed. Eckhardt (2008) 
concludes that it seems to be a short-coming of the model, that dry seasons cannot be reproduced 
satisfactorily with other discharge events.  

Guse et al. (2013) proposed the modification of the SWAT groundwater module to enhance the 
process-based representation of low-flow periods. Luo et al. (2012) modified the groundwater 
module by activating groundwater contribution of the deep aquifer storage to the channel. 
Brandes et al. (2005) and Nathan and McMahon (1990) suggest multiple reservoirs to describe 
the recession as nonlinear process. Based on aforementioned suggestions, we extended the 
groundwater concept of the SWAT model to address following questions (Pfannerstill et al., 
2013): 

 

• How can nonlinearities of groundwater processes be emphasized in the existing SWAT 
model? 

• Does the extension by additional storages and delay functions result in enhanced 
baseflow representation? 
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2.1 Study area 

Our investigations took place in the Kielstau catchment, which is located within a lowland area 
of the federal state Schleswig-Holstein in Northern Germany. The catchment area is about 50 
km2 .The mean annual precipitation and temperature is 918.9 mm and 8.24 °C (DWD, 2012). Its 
landscape can be described as flat with rolling hills and depressions. The topography ranges 
between 27 m and 78 m above mean sea level. One important hydrological characteristic of the 
Kielstau catchment is the high fraction of drained agricultural area in the catchment, which is 
estimated to be 38% (Fohrer et al., 2007). Schmalz et al. (2008a) describe the dynamics of the 
near-surface groundwater at a riparian wetland as a dynamic interaction between groundwater 
and surface water. The near-surface groundwater is generally controlled by precipitation and, 
close to the river, also by river water level (Schmalz et al., 2008a).  
 

2.2 The original and modified groundwater module of the SWAT model 

In the SWAT model, soil water percolates into groundwater reservoirs which are divided into a 
shallow and a deep aquifer. The shallow aquifer represents an unconfined aquifer that may 
contribute to the channel. The deep aquifer is described as a confined aquifer, which does not 
contribute to the streamflow within the watershed but outside of the watershed. In this case the 
deep aquifer is considered as inactive, because water is lost from the system within the modeled 
catchment.  

In our modification, the two storage concept of the original groundwater module was extended to 
emphasize the nonlinearity of the baseflow (Pfannerstill et al., 2013). Therefore a second aquifer 
is connected to the channel as proposed in Luo et al. (2012). The SWAT3S version (Pfannerstill 
et al., 2013) consists of three groundwater storages. The shallow groundwater storage is divided 
into two storages, which describe a fast shallow aquifer for fast responses of precipitation events 
and a slow shallow aquifer for the slow response of groundwater recharge. We assumed that a 
part of the groundwater does not contribute to the channel as the catchment of the Kielstau is 
relatively small with a size of 50 km2. To realize this process of inactive groundwater 
contribution for small catchments, the assumption of the original SWAT model was taken up. A 
part of the groundwater recharge is routed to the deep aquifer, which is not connected to the 
channel and considered as inactive for contribution.  

2.3 Model evaluation 
Both model setups (original SWAT/SWAT3S) were calibrated independently. Sets of model 
parameters were generated for calibration using the Latin Hypercube Sampling of the R-package 
FME (Soetaert and Petzoldt, 2010) for 5000 model runs. The generation of the parameter sets 
and the replacing of parameter values in the SWAT model input files were executed with the R 
environment (R Core Team, 2013). The model evaluation was done with the R-package 
hydroGOF (Zambrano-Bigiarini, 2012) and a simple reproduction of the flow duration curve 
(Smakhtin, 2001; Vogel and Fennessey, 1994). As proposed in Moriasi et al. (2007) the Nash-
Sutcliffe efficiency (NSE, Nash and Sutcliffe, 1970) and the percent bias (PBIAS, e.g. Gupta et 
al., 1999) were used as performance measure of the modeled discharge. Due to disproportional 
weighting of high values in the NSE (Legates and McCabe, 1999]) and no existing sensitivity for 
systematic over- or underestimation (Krause et al., 2005), the performance measure was only 
used for high flow dynamics and temporal discharge dynamics evaluation. As the low-flow 
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periods are on focus, additional signature measures as proposed in Yilmaz et al. (2008) were 
used to calibrate the low-flow and mid-flow periods. These signature measures incorporate the 
PBIAS of the low flow with 90% of time flow equaled or exceeded (hereafter PBIASlow) and a 
PBIAS of the mid-flow (Yilmaz et al., 2008) with a range of 20% to 80% of time flow equaled 
or exceeded (hereafter PBIASmid). 

3. Results 
The calibration was evaluated for the hydrological years of 2003 – 2005 and 2009 – 2010. The 
two SWAT versions resulted in different hydrographs (Fig. 1). The original model tends to 
predict dry periods with days of no discharge and the recession limbs are overestimated. 
Referring to the late recession limb with following baseflow, SWAT3S predicts discharge which 
is visually at the level of the observed discharge. Additionally the extended groundwater module 
predicts much higher baseflow at dry periods than the two storage version of the original SWAT. 
Referring to the peaks of the discharge the two storage version simulates slightly higher peaks 
than the modified SWAT3S.  
 
The NSE indicates that SWAT3S and SWATorig performed similar in predicting the discharge 
dynamics (NSE: 0.72 vs. 0.73). The PBIAS is near to the optimal measure value for both model 
versions (SWAT3S: -4.4% and original SWAT: -6.3%). Referring to the prediction of the mid 
segment of the flow duration curve, SWAT3S produced less overestimation (SWAT3S: -2.4% and 
original SWAT: -15.9%). Comparing the low flow segment of the FDC, differences become 
obvious. The original SWAT version predicts less discharge than observed (46.8%). The 
modified version predicts a difference of 14.8%. 
 

4. Discussion 
The results of this investigation show, that the original SWAT model with two groundwater 
storages is limited in reproducing the combination of recession and low flow periods. Because of 
the single groundwater reservoir for contribution to the discharge, it is challenging to reproduce 
all phases of the discharge. One single reservoir is not able to describe the fast flow and the slow 
flow component of the groundwater contribution exactly. In contrast, for the modified SWAT 
model SWAT3S with its two contributing storages it is much easier to reproduce the recession 
limb in combination with a good simulation of the baseflow. This refers to the model concept, 
which allows accounting for a fast flow component in the peak and recession phase mainly with 
the fast answer of the fast shallow aquifer. Additionally, the contributing slow shallow aquifer 
controls the baseflow with its delayed answer of groundwater recharge. A third control option for 
the baseflow is the loss to the deep aquifer which is especially important for small catchments. 
Considering the modified groundwater concept, our findings agree with Wittenberg (1999) who 
stated, that such approaches must result in better model performance since there are more 
parameters for calibration. 
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Figure 1: Observed and modeled (original and modified version) discharge for the calibration period of 2003 
– 2005 and 2009 – 2010 (Pfannerstill et al., 2013). 
 
Due to the modular structure of the groundwater model, it is possible to select the numbers of 
active groundwater storages. Consequently, the representation of the characteristic groundwater 
processes can be adapted to different catchments. Another advantage of the concept could be the 
possibility to model spatial heterogeneity of subcatchments due to the modular construction of 
the three storage concept. As the different aquifer types can be activated or inactivated, the 
extended groundwater concept enables more flexibility in groundwater modeling. Referring to 
spatial heterogeneity, groundwater aquifers can be activated and deactivated for each 
subcatchment individually which might lead to a better representation of spatial patterns in large 
catchments. 
Despite of the promising results for the simulation of recession and baseflow phases with the 
modified version, the new concept has to be verified by field measurements. Is has to be kept in 
mind that representation of the groundwater processes are simplified and aggregated into a 
conceptual model. Field measurements should clarify if the extended groundwater concept is an 
acceptable simplification of the groundwater processes. Concerning the calibration process and 
the selection of best model runs, further research is needed to select model runs on the basis of a 
fair balanced consideration between the high flow, mid flow and low flow events with additional 
timing control.  
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5. Conclusion 
In this paper we investigated if nonlinearities of groundwater processes can be emphasized in a 
modified SWAT model. Additional storages with time delay functions were implemented to 
reach an enhanced representation of the low flow periods. The shallow aquifer was separated 
into a fast and into a slow flow component. Additionally, a third aquifer was added to simulate 
groundwater flow out of the catchment. The results show, that the extended groundwater module 
leads to a calibration of recession limbs and ongoing low flow phases, which is more process-
based. The calibration of the recession limb and the low flow in the original SWAT version was 
more or less a trade-off between these two discharge phases. With the process-based extension of 
the groundwater module, very good results of signature and performance measures were 
achieved with the new SWAT3S. 
The extended groundwater module was originally designed for small catchments where a certain 
part of the groundwater does not contribute to the discharge at the gauging station. Nonetheless 
this approach could be also a solution to integrate spatial heterogeneity of groundwater 
characteristics for catchments at larger scales. The groundwater contribution and recharge of 
subcatchments could be treated independently by activating/deactivating single aquifers. 
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Abstract 

Increasing water demand and conflict of interest presents a huge water management 
challenge in the Black Sea Basin (BSB). An integrated management of water is being sought, 
which requires a new level of consideration where water bodies are to be viewed in the 
context of the whole river system and managed as a unit within their basins. A frequently 
advocated approach is to have adequate knowledge of temporal and spatial variability of the 
fresh water availability and water quality in the basin. To achieve this, we used the program 
Soil and Water Assessment Tool (SWAT) to model the hydrology of the BSB with an area of 
2.3 million km2. The hydrological model of the BSB was calibrated, validated, and sensitivity 
and uncertainty analysis were performed to assess the goodness of modeling results using 
the Sequential Uncertainty Fitting program (SUFI-2). River discharges were used for model 
calibration. Grid technology was successfully tested for such a large model to improve 
calibration computation time by more than an order of magnitude. We calculated all 
components of water cycle using the calibrated hydrological model. In this paper we 
particularly discuss the challenges of building a large-scale model in fine spatial and temporal 
detail and show the strengths and pitfalls of such modeling tasks. 

 
Keywords: Hydrology, Large scale, Calibration, Uncertainty, SWAT, SUFI-2, Grid computing.  
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Introduction 
The Black Sea Basin (BSB) is internationally recognized for its ecologically unsustainable 
development and inadequate resource management leading to severe environmental, social 
and economical problems. The Black Sea itself is also affected by severe environmental 
degradation. In 1995, it was rated of being of the highest concern in five out of seven 
environmental categories, making it the worst of any of the European seas [Stanners and 
Boudreau 1995]. A frequently advocated approach to tackle the existing problems is to have 
adequate knowledge of temporal and spatial variability of the fresh water availability and 
water quality [UNEP, 2006]. 

Previous researches, which addressed water quantity and water quality in the BSB include 
WaterGAP2 [Alcamo et al., 2003; Döll et al., 2003] which is a global model for water 
availability and water use. The model focuses on the global hydrology at grid scale (30 arc 
min) considering 3,565 major basins in the world with the drainage areas greater than 2500 
km2. The model was initially used to estimate the water availability and demand and provides 
relatively limited water cycle-related components. In WaterGAP3 [Aus der Beek et al., 2012], 
a regional version of the WaterGAP2, the hydrological fluxes draining into Mediterranean and 
Black Sea were modeled with improved spatial resolution (5 arc min), snow melt, and water 
use. However, results using WaterGAP3 and WaterGAP2 are not significantly different in the 
BSB [Aus der Beek et al., 2012]. Furthermore, discharges of water and nutrient to the 
Mediterranean and Black Sea are reported in a study by Ludwig et al. [2009] for major rivers.  

To help answering some of the above-stated problems, EnviroGrids project (Building 
Capacity for a Black Sea Basin Observation and Assessment System supporting Sustainable 
Development) was defined in the 7th European Union framework, to build capacities in the 
Black Sea region to gather, store, distribute, analyze, visualize and disseminate crucial 
information on past, present and future water states. As part of the EnviroGrids, the general 
goal of this study is to build a hydrological model of the Black Sea Basin. This model was 
used to estimate all components of water resources at the sub-basin level on a monthly time 
step. We explicitly quantified blue water flow (river discharge plus deep aquifer recharge), 
green water flow (evapotranspiration), green water storage (soil moisture), and river discharge 
among other water cycle components. Furthermore, the hydrologic model is calibrated and 
validated with sensitivity and uncertainty analyses. 

To achieve the objectives of this research, we used the program Soil and Water Assessment 
Tool (SWAT) [Arnold, et al., 1998] to set up the hydrological model and the Sequential 
Uncertainty Fitting program SUFI-2 [Abbaspour et al., 2004, 2007] as a sensitivity analysis, 
multi-site calibration, and uncertainty analysis tool. SUFI-2 lends itself easily to 
parallelization, and is capable of analyzing a large number of parameters and measured data 
simultaneously. Parallelization and building of a distributed grid system for running SUFI-2 
are described by Rouholahnejad et al. [2012] and Gorgan et al. [2012]. 
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Figure 1. Black Sea Basin study area, major rivers basins, and measured stations of climate, discharge. 

Methodology 
Study area 
The Black Sea is located between the continents of Europe and Asia. It is connected to the 
Atlantic Ocean via the Mediterranean Sea. The Black Sea Basin with the total area of around 
2.3 million km2 which is five times the surface of the Black Sea, is located between 38o and 
56o north latitude and 8o to 46o east longitude and includes entirely or partially 23 European 
and Asian countries (Austria, Belarus, Bosnia, Bulgaria, Croatia, Czech Republic, Georgia, 
Germany, Hungary, Moldova, Montenegro, Romania, Russia, Serbia, Slovakia, Slovenia, 
Turkey, Ukraine, Italy, Switzerland, Poland, Albania and Macedonia) (Figure 1). 

Some of Europe’s longest and largest rivers flow 
into the Black Sea, including the Danube, the 
Dnieper, the Southern Bug, the Dniester and the 
Don (Figure 1). The area is inhabited by a total 
population of around 160 million people [BSEI, 
2005] while the greatest sources of diffuse 
pollution are agricultural and households not 
connected to sewer systems. Areas of high 
precipitation (> 3000 mm y-1) are in the west, 
and areas of low precipitation (< 190 mm y-1) are 
in the north and east [Tockner et al., 2009]. The 
dominant landuse in the basin is agricultural with 
65% of coverage according to MODIS Land 
Cover [NASA, 2001] (Figure 2).  

Modis Land use, SWAT classification
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Figure 2. Share of Agricultural land in Black Sea 
Basin among other landuses, 65 %. 

Model inputs and model set up 
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In this study, the Black Sea Basin was subdivided into 12982 subbasins and 89202 HRUs. 
Watershed parameterization and model inputs were derived using the Arc SWAT Interface 
[Winchell et al., 2007]. Using SWAT 2009, a single daily simulation runs for the period of 
1970–2006 took 42 on a 64 bit laptop with 2.7 GHz processors, 4 cores, 8 GB of RAM and 
Windows7 operating system. The basic data sets required fro model development: 

(i) Digital elevation model (DEM), by SRTM at 90 meter resolution [Jarvis et al, 2008].  
(ii) Digital stream network, by European Catchments and RIvers Network System 

[ECRINS, 2012] at 30 meter resolution. The ECRINS river map was corrected in the 
areas where there was a mismatch with DEM to correct flow direction (Figure 3).  

(iii) Soil map, was obtained from FAO global soil map [FAO, 1995]. It provides data for 
5000 soil types in two layers (0–30 cm and 30–100 cm depth) at 5 km. 

(iv) MODIS landuse maps, produced and maintained by the NASA Land Processes 
Distributed Active Archive Center (LP DAAC) at the USGS/Earth Resources 
Observation and Science Center (EROS) at spatial resolution of 500 m [NASA, 2001].  

(v) Climate data, was taken from Climate Research Units [CRU, 2008; Mitchell and 
Jones, 2005] at 0.5 o resolution. 5 elevation bands was used in each subbasin to adjust 
temperature (-6o km-1) and precipitation (1 mm km-1). The daily global solar radiation 
data was obtained from 6,110 virtual stations at 0.5o resolution [Weedon et al., 2011].  

(vi) River discharge for model calibration and validation was obtained from Global Runoff 
Data Center [GRDC, 2011], National Institute of Hydrology and Water Management 
(INHGA) and Danube Delta National Institute for Research and Development (DDNI) 
in Romania, and Turkish Ministry of Forest and Water Affairs (MEF) for 1970–2008.  

 
Figure 3. Reach delineated by SWAT (dark blue line) is disconnected (c) and flowing out of the watershed (b) 
due to incorrect digital river map given to model (light blue line) that passes the highly elevated area (light 
yellow color) (c). The digital river map is corrected (black dash line in C). 

Model calibration  
The Sequential Uncertainty Fitting algorithm (SUFI-2) [Abbaspour et al., 2004; Abbaspour et 
al., 2007] was used for calibration and uncertainty analysis for water quantity, water quality, 
and crop yields. Initially, a set of meaningful parameter ranges are assigned to calibrating 
parameters based on literature, knowledge of site processes, and sensitivity analyses. In SUFI2 
algorithm all uncertainties (parameter, conceptual model, input, etc.) are mapped onto the 

a) b) 

c) 
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parameter ranges, which are calibrated to bracket most of the measured data in the 95% 
prediction uncertainty [Abbaspour et al., 2007]. The overall uncertainty in the output is 
quantified by the 95% prediction uncertainty (95PPU) calculated at the 2.5% and 97.5% levels 
of the cumulative distribution of an output variable obtained through Latin hypercube 
sampling. Two indices are used to quantify the goodness of calibration/uncertainty 
performance: the P-factor, which is the percentage of data bracketed by the 95PPU band, and 
the R-factor, which is the average width of the band divided by the standard deviation of the 
corresponding measured variable. Ideally, we would like to bracket most of the measured data 
within the 95PPU band (P-factor     1) while having the narrowest band (R-factor      0). We 
used the following efficiency criterion for discharge [Krause et al., 2005]: 

 
g = |b| R2      for   |b| ≤ 1   (1) 
g = |b|−1 R2    for   |b| > 1   (2) 

 

where R2 is the coefficient of determination and b is the slope of the regression line between 
the simulated and measured data. For multiple outlets and attributes, the objective function Φ  

was expressed as:      







=Φ ∑

=

n

i
ii gw

n 1

1                (3) 

where n is the number of discharge outlets w’s are weights, and g is efficiency criteria for 
discharge. The efficiency criteria g vary between 0 and 1 where 1 indicates a perfect match. 
The best simulation is considered the one with the highest Φ  value.  

Results and discussion 

Calibration and uncertainty analysis   
A broad set of parameters were initially derived from Lenhart et al. [2002]; van Griensven et 
al. [2006]; Holvoet et al. [2005]; Abbaspour et al. [2007]; Ruget et al. [2002]; Wang et al. 
[2005], and Faramarzi et al. [2009]. Then a sensitivity analysis was performed to identify the 
key parameters across BSB, which led to selection of 24 parameters integrally related to 
stream flow. Although the initial parameter ranges were as wide as physically meaningful, 
some outlets were still completely outside of the 95PPU range. These outlets would obviously 
not benefit from parameter calibration alone. In the BING map, we observed the outlets and 
the surrounding areas. In some cases, we found that outlets were positioned on a wrong rive 
(Figure 4a,b). As SWAT connects each measured outlet to the nearest rivers, any errors in the 
coordinates of outlets can cause a wrong placement of the outlets. This perhaps leads to the 
biggest calibration problem. As shown in Figure 4b the outlet is placed on a tributary of the 
Danube called Tamis in Serbia. The black dash-line near the x-axis (Figure 4c) is simulated 
river discharge before correcting the location, and the red line shows the simulated discharge 
after correcting the location. 

Other major problems result from an outlet being positioned downstream of a reservoir. 
Clearly the dynamics of such outlets depend on the management of the reservoir and not 
natural processes. Other problematic situations may arise when outlets are in a highly 
populated or agricultural region where water management and water transfers are large 
(Figure 5a,b) or glaciers (Figure 5c). In these situations also, SWAT cannot be expected to 
produce proper results unless proper cautions are taken during calibration. These include 
converting outlets to inlets, weighing those outlets under the influence of management less in 
the objective function, or removing the outlets downstream of reservoirs from the calibration 
process.  
 (a) (b) 
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measurement stations.  

         

 

 
 
 
 
 
 
 
 
 
Figure 5. Examples of highly irrigation water infrastructure (a), highly agricultural areas (b), and glaciers (c). 
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Figure 6. Comparison of observed and simulated discharge in the BSB using the objective function bR2. Also 

shown are the six large river basins of Danube, Dnieper, Don, Kuban, Kizilirmak, and Sakarya.  

After initial corrections, the model was parameterized to account for the differences between 
simulation and observation in terms of temporal shifts in diagrams, higher/lower peaks and 
higher/lower base flows. Parameterization refers to regionalization of parameters tailored to 
achieve the best response from the simulation program and individual outlets. The respective 
parameters to solve above mentioned problems are: overland flow (HRU_SLP), Manning’s 
roughness coefficient (ON_N), flow length (SLSUBBSN), deep percolation loss (GWQMN), 
groundwater revap coefficient (GW_REVAP), threshold depth of water in shallow aquifer 
(REVAPMN), curve number (CN2), soil available water storage capacity (SOL_AWC), and 
soil evaporation compensation factor (ESCO). 

A few calibration iterations are then carried out seeking to reach an optimal P-factor and R-
factor until a further improvement in the objective function is not found. The calibration runs 
were made using the gridded gSWAT [Gorgan, et al., 2012; Rouholahnejad, 2012]. 
Eventually, we were left with 63. The final calibration results for all outlets range from very 
good to poor (Figure 6). The bR2 statistic for discharge outlets range from 0.2 to 0.8. The time 
series example (Figure 7) for a discharge station on Prypiat river draining to Danieper in 
Belarus shows very good results in both calibration and validation periods. 
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Figure 7. Comparison of simulated and observed discharges at Prypiat river for calibration and validation 
periods. The shaded region is 95% prediction uncertainty band. The best model simulation is in red line. 

Quantification of water resources  
 To highlight the importance of uncertainty analysis, the upper and lower bounds of the 95% 
prediction uncertainties for the green water flow is depicted in Figure 8. Also shown are 
special distributions of long term annual average of blue water and green water storage at 
subbasin level for the period of 1973-2006 (Figure 9). 
 

  

 
Figure 8. Annual averages of green water flow at 12982 modelled subbasins of BSB expressed as: (a) lower 
(L95), (b) upper (U95), and (c) median (M95) of the 95% prediction uncertainty for the period of 1973-2006. 

(a) (b) 

(c) 
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Figure 9. Annual averages of blue water (a), and green water storage (b) at 12982 modelled subbasins of BSB 
expressed as median (M95) of the 95% prediction uncertainty range calculated for the period of 1973-2006.  

Conclusion 
In this work we show that with the current technology it is possible to build a high-resolution 
large-scale model and successfully calibrate and validate the model. There are several pitfalls, 
which have to be addressed and checked by the analyst such as: correctness of the flow 
direction, correct placement of the outlets, and correct parameterization of the model. Use of a 
grid technology is indispensible for running such models. Many new additions in the SWAT-
CUP help with the above considerations. The current study provides the basis for further 
research on landuse and climate change impacts on water resources in Black Sea Basin. More 
confidence in the model result could be achieved if there were more discharge and water 
quality observations. 

(b) 

(a) 
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